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Abstract

Adjoint Sensitivity Studies of Tropical Cyclone Intensity Measures

by Zoë A. Brooke Zibton

An adjoint sensitivity analysis evaluates how small perturbations in a numerical weather

prediction model forecast trajectory change a specific aspect of a model forecast state

at the trajectory’s final time (known as a response function). Provided the selected

response function accurately represents the physical property the user is interested in

investigating, an adjoint sensitivity study can provide insight into the key dynamical

processes influencing the response function. Perturbations to the initial state can be

derived from adjoint sensitivities and then integrated forward in time to gain explicit

understanding of the processes which evolve to ultimately change the response function.

Areal averaged surface pressure and volume-averaged low-level kinetic energy (KE), and

tropical cyclone (TC) vortex associated kinetic energy (VAKE) are considered as response

functions measuring TC intensity. Each response function is tested for its appropriateness

in representing TC intensity and then the sensitivities of each response function are

compared to elucidate key differences across response functions and their impact on the

forecast trajectory. The VAKE response function performed more optimally than the KE

response function in intensifying the TC by multiple metrics, including sea level pressure

and vorticity.
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Perturbations to adjoint sensitivities were partitioned to reveal how their distributions

influence the response function. While results reveal the largest sensitivities at the initial

time are in the lower troposphere, partitioning perturbations derived from these sen-

sitivities into upper and lower tropospheric parts reveals that upper rather than lower

tropospheric perturbations lead to a more robust change in TC intensity. This result

suggests the existence of a “top-down” pathway for TC intensification. Furthermore, re-

sults include the observation that the highest sensitivities to wind are collocated within

inertially weak or unstable regions suggesting that TC intensity is most sensitive to wind

perturbations in regions of weak inertial stability surrounding the TC.
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Chapter 1

Introduction

1.1 Overview

Winds, storm surge, and freshwater 
ooding associated with tropical cyclones (TCs) can

result in catastrophic impacts to lives, property, and commerce { particularly for land-

falling TCs. Accurate, timely forecasts of these weather systems are necessary to prepare

for and mitigate their impacts. Numerical weather prediction (NWP) forecast accuracy

of TCs is measured as a comparison of track and intensity forecasts with observations or

analyses, and is in
uenced by a variety of mechanisms, including growth of errors from

imperfect initial conditions and evolving errors from imperfect model physics (Rappaport

et al., 2009). Because the mechanisms in
uencing TC track have been well-researched, a

consensus has emerged about key steering mechanisms (e.g., Chan 2005). Tropical cyclone

track accuracy has improved considerably over the last few decades due to a combination
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of better observations and improved data assimilation of those observations (Soden et al.

2001; Burpee et al. 1996; Tuleya and Lord 1996; Aberson and Franklin 1999), improved

dynamical models (Kurihara et al., 1998) and an enhanced understanding of physical

processes and mechanisms that govern their motion (Wang et al. 1998; Emanuel 1999).

Intensity forecasts, however, are in
uenced by a variety of mechanisms that remain poorly

understood, and consequently, there is space for improvement of TC intensity forecasts

(e.g.,Wang and Wu 2004; Rappaport et al. 2009; Kaplan et al. 2010; DeMaria 2014).

From this need, there has been a renewed focus on forecast intensity change and e�ec-

tive methods for further improvements (e.g., NOAA's Hurricane Forecast Improvement

Program; Gall et al. 2013, Marks and Coauthors 2019).

While all TC intensity forecasts are a challenge, TC rapid intensi�cation (RI) is a par-

ticularly interesting area of research (Houze, 2010). Tropical cyclone RI is de�ned as an

increase in the maximum sustained winds of a TC of at least 30 knots in a 24-hour period

(Kaplan and DeMaria, 2003) or a deepening in pressure of 42 hPa or greater in a 24-hour

period (Holiday and Thompson, 1979). Stronger TCs tend to have gone through the pro-

cess of RI, making their predictability of particular importance (DeMaria and Kaplan,

1999). Furthermore, it is hypothesized that with a warming climate, the likelihood of RI

will increase, particularly before landfall (Emanuel, 2017), enhancing the need to better

understand RI.

Numerous factors contribute to whether an NWP forecast can accurately capture the

observed intensity, including model resolution, model initial and boundary conditions,
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model physics and parameterizations, and the representation of the physical processes

governing TC development. As model capabilities and computer resources improve, some

of the factors can be addressed. Observations are routinely taken to capture the current

state of the atmosphere through a variety of observation methods to improve and verify

model forecasts. Speci�c observational �eld campaigns can be deployed to gather high-

quality data for a particular phenomena, which is especially important in data sparse

oceanic regions (Majumdar et al., 2011). Targeted observational �eld campaigns use a

variety of techniques to observe speci�c regions of the atmosphere considered important

for the phenomena being studied, which allows for the e�ective deployment of observing

resources. Numerous targeted observation techniques have been applied to plan aircraft

reconnaissance missions such as synoptic reasoning (Burpee et al., 1996), ensemble vari-

ance (Lorenz and Emanuel 1998; Aberson 2003), ensemble sensitivity (Ancell and Mass

2006; Torn and Hakim 2008; Hakim and Torn 2008; Brown and Hakim 2015), ensemble

transform Kalman �lter (Majumdar et al., 2002), singular vectors (Pu et al. 1997; Pu

and Kalnay 1999), and adjoint sensitivity (Doyle et al., 2014). From these targeted obser-

vation campaigns, in addition to routine observations of the atmosphere, it is understood

that by better knowing and assimilating the conditions in particular regions of the TC

or its environment, improvements can be made to the numerical forecast through small

changes to NWP model initial conditions.
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1.2 Tropical Cyclone Structure

Favorable environments for TCs to develop and sustain themselves have been identi�ed by

Gray (1968): warm sea surface temperatures (greater than 26.5), high moisture content,

weak vertical wind shear of the horizontal wind, and in the tropics, but poleward from the

equator (between 5° and 20°), such that the planetary vorticity is nonzero. Tropical cy-

clones are localized vortices with elevated cyclonic potential vorticity (PV) concentrated

in the inner core region near the radius of maximum winds (RMW) with large radial

gradients (Wang and Wu, 2004). This is considered the primary circulation of the TC.

Consistent with thermal wind balance, the low-level circulation decreases vertically, re-

versing into an anticyclone in the upper troposphere in a well-developed TC. In addition

to the primary circulation, the secondary circulation is an in-up-out structure is denoted

by in
ow near the surface, strong updrafts within the inner core and radial out
ow in

the upper troposphere and lower stratosphere.

Tropical cyclone out
ow (typically between 150-250 hPa) is characterized by low PV,

high entropy air moving radially outward from the deep moist convective updrafts of

the TC eyewall. The out
ow is eventually cooled radiatively (Emanuel, 1986). Within

the out
ow layer, narrow channels of outward moving air are referred to as \out
ow

channels" or \out
ow jets" (Merrill and Velden, 1996). A robust out
ow supports the

intensi�cation of a TC, as mass must be evacuated from the surface low to maintain or

deepen the low pressure system (Barrett et al., 2016). The inertial stability within the

out
ow layer dictates how expansive the out
ow can be, as weak inertial stability implies
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an imbalance of the Coriolis, horizontal centrifugal, and horizontal pressure gradient

forces allowing out
ow to accelerate more freely away from the storm core (Rappin et al.,

2011). Strong inertial stability results in the out
ow performing work against the ambient

environment, which is resistant to change, out to the Rossby radius of deformation. The

inertial stability on an isentropic surface, can be de�ned from Petterssen (1953):

I 2
p =

1
2

�
(� � + f )2 � D 2

�

�
(1.1)

whereI 2
p is the inertial stability, f is the planetary vorticity, � � is the relative vorticity on

an isentropic surface, andD � is the total deformation on an isentropic surface. For a given

latitude and isentropic surface, the sign of inertial stability can be interpreted as a balance

between the magnitude of the relative vorticity and total deformation. For example,

around the TC in the lower troposphere,I 2
p is characterized by high inertial stability

in the core decreasing rapidly outward, due to the radial decay of the strong cyclonic

vortex. As the vortex decays, the 
ow becomes dominated by low-level deformation

resulting in low inertial stability (Fig 1.1). Outside of the TC, the ambient environment's

inertial stability is weakly positive. In the upper troposphere, surrounding a TC with a

developed, anticyclonic out
ow, circulation can be characterized by weak and typically

asymmetrical inertial stability. The asymmetric, weakI 2
p in the out
ow identi�es optimal

regions for mass evacuations from the TC. The work expended on the environment reduces

the kinetic energy available to overcome frictional dissipation in the in
ow, consistent

with the �nding in Merrill (1988) that the azimuthal mean radial out
ow is stronger for
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intensifying TCs relative to steady or weakening ones. As TCs develop and intensify,

they interact with their environment (e.g., Wu and Cheng 1999). Tropical cyclones in the

Atlantic are particularly prone to interact with synoptic scale features, such as interactions

with an upper-tropospheric trough that enhances the out
ow jet leading to more enhanced

convection of the inner core TC (Holland and Merrill, 1984).

As TCs mature, they come into gradient balance establishing a relationship between the

central pressure and the near surface wind speed above the boundary layer(Emanuel,

1986). Traditionally, either of these two metrics is used to denote TC intensity, with

implications for how much damage to property and life is expected of the storm were it to

make landfall. However, the physical understanding that links together the wind speed

and central pressure has been limited, leaving questions for their interchangeable use.

Chavas et al. (2017) explored this relationship and found that discrepancies in comparing

these two metrics are due to the fact that surface wind speed does not account for storm

size; central pressure is a better measure for capturing intensity, as it is fundamentally

an integrated measure of maximum wind speed and storm size. Central pressure thus is

a better intensity metric, if the need is to indicate hazards associated with the TC.

Tropical cyclone intensity is historically de�ned by the strength of surface winds and/or

the minimum central pressure of the storm by the National Hurricane Center (Rappa-

port et al., 2009). Holland and Merrill (1984) de�ned a TC's strength as the magnitude

of the cyclonic circulation in the region outside the inner core. A TC's intensity can
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also be de�ned by the strength of the overturning thermal circulation, as typically rep-

resented through the conceptual model of the Carnot Cycle (Emanuel, 1986). Denoted

as a secondary circulation to the TC, there are four legs of the circulation (1) surface

in
ow toward the TC core representing diabatic expansion, (2) upward mass transport

and initial outward expansion, representing moist adiabatic expansion, (3) diabatic com-

pression and subsidence forced by radiational cooling, and (4) moist adiabatic subsidence.

Through this circulation, energy from the ocean is transported into the upper troposphere

and lower stratosphere; the extracted energy from the Carnot heat engine goes into the

rotational component of the TC, which is the primary swirling rotation about the core

(Emanuel, 1986). The conversation surrounding how to de�ne a TC's intensity, or po-

tential intensity, has been a long-established conversation that has limited discussion of

the physical understanding that links the di�erent de�nitions (Chavas et al., 2017). Fur-

thermore, discussions in the TC community have considered the intensity through the

context of its impacts (e.g., storm surge, 
ooding) as those metrics may be more directly

understandable to populations impacted by landfalling TCs.

1.3 History of TC Intensity Prediction

Tropical cyclone model forecasts by both dynamical and statistical models add under-

standing to how TCs form and maintain their intensity. The �rst dynamical model

of a tropical cyclone was a simple axisymmetic model, which included moist processes

(Ooyama, 1969). The purpose of this model was to complement the existing observational

knowledge of TCs using three homogenous layers of air that represent the upper and lower
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troposphere and a shallow boundary layer. Anthes (1972) developed a three-dimensional

numerical model of tropical cyclones, noting that while two-dimensional models have

been successful, a three-dimensional model can include e�ects of asymmetry and how the

movement (track) in
uences the development. Foci of model development include the

improvement of horizontal grid spacing, by using grid staggering, an explicit water vapor

cycle, and a formulation of the horizontal di�usion processes. These additions allow for

the study of the hurricane's water vapor budget and the simulation of non-convective

latent heat release, resulting in a more realistic horizontal di�usion of heat, water vapor,

and momentum. Asymmetries in the out
ow layer also are shown in three-dimensional

models to result from dynamical instabilities, with the source of eddy kinetic energy being

the mean azimuthal 
ow.

The �rst application of statistical models to predict hurricane intensity using forecast data

is the Statistical Hurricane Intensity Prediction Scheme (SHIPS; DeMaria and Kaplan

1994). The SHIPS prediction is derived for predicting intensity change at lead-times of 12,

24, 36, 48, and 72 hours using a standard multiple linear regression relating climatology,

persistence, and synoptic predictors. This contrasts with earlier versions of statistical

models that solely rely on the relationship between climatology and/or persistence. The

predictors used in early applications of SHIPS were the di�erence between current inten-

sity and an estimate of the maximum potential intensity (MPI; Emanuel 1988) based on

sea surface temperatures (SSTs), the vertical wind shear of the horizontal winds, current

intensity, and the eddy momentum 
ux convergence at 200 hPa, which provides a measure

for whether the large scale environment is acting to increase or decrease the azimuthally
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averaged tangential wind of the storm. Additional predictors included information such

as date of year, distance to land, and initial latitude and longitude. The model was tested

using a jackknife procedure, where regression coe�cients are determined with all the fore-

casts for each storm removed from the sample. Compared to applications of statistical

models that only used climatology and persistence (SHIFOR; Statistical Hurricane In-

tensity FORecast), SHIPS reduced intensity errors by 10-15% and error di�erences were

statistically signi�cant at all forecast times. However, the forecast only explains 50% of

the variability of the observed intensity change. Likely this can be attributed to the lack

of mesoscale features included (i.e. concentric eyewalls) and that SSTs are assessed using

climatology. The application of SHIPS has evolved to include versions that model decay

after landfall (e.g.,Kaplan and DeMaria 1995; Kaplan and DeMaria 2001).

The SHIPS { Rapid Intensity Index (RII) was developed from the initial SHIPS tech-

nique, with the aim to predict the probability of RI (Kaplan and DeMaria 2003; Kaplan

et al. 2010; Kaplan et al. 2015). In the �rst implementation of SHIPS-RII (Kaplan

and DeMaria, 2003), sixteen predictors are used, including location, date, large scale en-

vironmental variables, and persistence to forecast the probability of RI occurring. The

large-scale environmental variables are averaged within a near proximity of the cyclone

(e.g., r = 200-800 km,r< = 1000 km) and include: sea surface temperature, 850-200 hPa

vertical shear, 200 hPa zonal wind, 200 hPa temperature, 850-700 hPa relative humid-

ity, 850 hPa relative vorticity, 200 hPa eddy angular momentum 
ux convergence, and

the pressure of the center of mass layer for which the environmental winds best match

the current storm motion. As observations, understanding, and tools have progressed,
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the list of predictors has expanded, notably including assimilated satellite data such as

brightness temperatures (Kaplan et al. 2010; Kaplan et al. 2015). It has been found

that RI guidance could be made for di�erent thresholds and forecast periods to provide

more targeted RI information (Demaria et al., 2021). For each ocean basin speci�c set

of predictors and weights are assigned, as each basin has unique attributes for TC de-

velopment. Onderlinde and DeMaria (2018) developed a new tool for RI prediction the

Deterministic to Probabilistic Statistical Model (DTOPS), which uses forecast guidance

from �ve models that are frequently used in tropical cyclone forecasting: European Cen-

tre for Medium-Range Weather Forecasts (ECMWF), Global Forecast System (GFS),

Hurricane Weather and Research Forecasting (HWRF), Logistic Growth Equation Model

(LGEM), and SHIPS. The intensity forecast change from these models, in addition to

geographic or multi-model information about the storm are compiled in a list of Atlantic

and East Paci�c basin speci�c cases from 2011-2017. This information was compared

with Best Track intensity change and used binomial logistic regression to calculate the

regression coe�cients for each model or parameter. These coe�cients are inputted into

a multi-model regression prediction scheme (Onderlinde and DeMaria, 2018).

1.4 Sensitivity studies of TC intensity

The sensitivity of a numerical weather forecast de�nes how potential changes to model

con�guration or the initial and boundary conditions in
uence the model forecast state

(x) at later times. Initial condition sensitivity analysis is an objective method to evaluate

how changes to the initial conditions a�ect a later forecast, such as the TC intensity.
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Two of the leading methods of sensitivity techniques involve the use of adjoint and en-

semble sensitivity. An adjoint sensitivity study involves the evaluation of howany small

changes in a forecast trajectory change a speci�c aspect (e.g., the response function) of a

model forecast state at all times prior to the time the response function is de�ned (Errico,

1997). This makes the adjoint model forecast sensitivity evaluation e�cientfor a given

response function. The adjoint will be discussed in more detail in Chapter 2.

Ensemble sensitivity analysis (ESA) involves the use of a collection of model forecasts,

chosen to sample the probability density function of the model state (Ancell and Mass

2006; Hakim and Torn 2008). The collection of forecasts di�er by slight changes to initial

conditions or model con�guration. Ensemble sensitivity is calculated from the of the

ensemble mean response function with the state vector for each ensemble member divided

by the variance of the state vector, resulting in a linear relationship between the response

function and initial conditions (Ancell and Mass 2006; Torn and Hakim 2008; Hakim

and Torn 2008). Ancell and Mass (2006) calculated that adjoint and ensemble-based

sensitivity analysis are equal when the initial degrees of freedom are uncorrelated, such

that individual points may be considered independently. However, this never happens in

reality as it is too computationally expensive to create that many ensemble members, thus

the ensemble sensitivity is the projection of the analysis error covariance matrix onto the

adjoint sensitivity �eld divided by the variance (Ancell and Mass, 2006). In their study,

Ancell and Mass (2006) noted that ensemble sensitivities were typically synoptic scale,

tropospheric-deep structures, that tilt modestly up-shear, and found near major synoptic
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features, while adjoint sensitivities are predominantly small-scale, localized, and in the

lower troposphere, with large, up-shear, vertical tilts.

The size an ensemble is limited by computational cost, leading to a potential drawback

in using ESA, as insu�cient sampling of the phase space of the model may result in spu-

rious correlations that make the resulting sensitivities non-physical (e.g., \correlation is

not causation"), meaning correlations may not have any dynamical signi�cance (Hakim

and Torn 2008; Gombos et al. 2012). A high percentage of signi�cantly sensitive cases

indicate that a predictable relationship truly exists in the data that is not an artifact

of the ensemble sampling. Adjoint techniques allow for the evaluation of the sensitivity

of a single variable (e.g., the sensitivity of intensity to the meridional wind) and evolve

a perturbation of that variable alone without reference to changes in other variables. A

bene�t of using adjoint-based techniques, rather than ensemble-based techniques includes

the computational cost of running a large number of ensemble members, as, when con-

�guring an ensemble, the user does not knowa priori the necessary size of an ensemble

{ making this selection subjective. The calculation of ensemble sensitivities must en-

sure the members properly simulate the growth of initial uncertainty due to chaos within

their solution while also accounting for substantial uncertainty (and error) due to model

imperfections or simpli�cations, the latter is also a requirement for adjoint techniques.

This can be especially computationally expensive to determine systematic biases to your

prediction system. A bene�t of the ensemble approach is the lack of reliance on linearity

constraints present in adjoint sensitivity studies (Ancell and Mass, 2006), as an adjoint

model is de�ned as the transpose of the tangent linear model (Errico, 1997). While the
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linear constraint does impact an adjoint study's con�guration, it is possible through care-

ful considerations of resolution, duration, and parameterizations to avoid breaking this

tangent linear assumption (e.g., Errico 1997; Doyle et al. 2012). Methods to address

these constraints are in addressed in the next chapter.

Another bene�t of using adjoint rather than ensemble sensitivity is the potential for

\forecast fracture", where model solutions from consecutive runs valid at the same time

vary considerably (Sanders, 1992). Too much spread in the ensemble variance can result

in poor performance of the evolved initial perturbations to change the response function

(Hakim and Torn, 2008). This can result in ESA studies selecting ensemble members that

perform well to ensure the correlations are not degraded (Chang et al., 2013). Adjoint

sensitivity studies do not give multi-modal solutions since its calculation involves the

use of a single nonlinear forecast trajectory; as a consequence there is no need for the

statistics to converge to ensure a robustness of results. If there were fractures in the

ensemble that has two or more fundamentally di�erent forecast scenarios (as measured

by the response function), the mean of the ensemble can be limited in its usefulness

(Chang et al., 2013). Using an adjoint, one could test the potential of model fracture by

applying an iterative technique of making multiple small perturbations to the initial state

to see how small nudges in either direction (i.e., to strengthen/weaken the system) could

result in changes to the forecast (Goldstein, 2018). This can give instructive information

about the envelope of predictability, and whether there is a tendency/higher likelihood

that the storm would intensify or weaken.
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There are few studies using adjoint sensitivity diagnostics applied to TC intensity. Ito

et al. (2011) used adjoint sensitivity in a cloud-permitting, non-hydrostatic, axisymmetric

model to examine the sensitivity of 1hr intensity forecasts for a mature TC to heat 
ux

and surface wind stress. They found at this short timescale, both stronger near surface

friction and a reduction in moist air supply in the exterior region of the TC can serve

to strengthen the tangential velocity. Chu et al. (2011) used the Weather Research and

Forecasting (WRF) model and its adjoint to apply adjoint sensitivity techniques to a TC

that had undergone rapid intensi�cation (RI), �nding low-level moisture exerts a strong

in
uence on the �nal time forecast intensity. These sensitivities to moisture were veri�ed

by perturbing and evolving the areas of sensitivity with assimilated idealized observations.

Doyle et al. (2012) used the Coupled Ocean-Atmosphere Mesoscale Predication System

and its adjoint to address the role of initial state wind, temperature, and moisture per-

turbations on tropical cyclogenesis in a developing and non-developing case. Adjoint

diagnostics identi�ed low-level moisture and temperature perturbations were of greater

importance than perturbations to the wind �elds, and through perturbing the initial con-

ditions found a \bottom up" development process occurred. He (2018) the WRF model

and its adjoint, initiated with a surface pressure response function to evaluate the initial

condition sensitivity. The analysis found low-level sensitivities were the most important

for development, with a \bottom up" process occurring as in Doyle et al. (2012). The TC

intensity was more sensitive to the primary than secondary component of the horizontal

wind �elds, as well as strongly sensitive to low-level potential temperature and water

vapor.
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The breadth of previous studies is limited in the number and type (RI or non-RI TC)

of cases studied and diagnostic tools applied. With the exception of Doyle et al. (2012),

most studies consider a single metric to de�ne intensity. Furthermore, the justi�cation for

how the response function was selected is limited in how it best describes TC intensity

in previous studies. When using an adjoint model, there will always be \an answer",

however, whether that answer has any relevance to your question is not certain. This

results in the need to carefully consider the response function used to initiate the adjoint

model in order to ensure the answer will be relevant. Doyle et al. (2019) performed a

study of extratropical cyclone "Desmond" that evaluated adjoint sensitivities using mul-

tiple response functions for di�erent aspects of the storm, not intending to measure the

same characteristic, to understand limitations to predictability on high-impact cyclones.

Results showed regions of overlap and juxtaposition of sensitivities across response func-

tions, highlighting the importance of carefully de�ning the forecast aspect of interest for

adjoint model sensitivity.

1.5 Research Questions

This work investigates of how perturbations designed to intensify a TC in
uence the

physical processes that lead ultimately to intensi�cation and compares how those pertur-

bations and processes change based on various de�nitions of intensity. The investigations

and comparisons will be assessed by analyzing the dynamical and thermodynamical evo-

lution of adjoint-informed perturbations designed to elicit TC intensi�cation. Ultimately,
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this work intends to aid in the understanding of the various pathways to TC intensi-

�cation. These objectives will be addressed using a case study approach informed by

computing the adjoint sensitivities of TC intensity measures to the initial conditions of

NWP model simulations and diagnosing and describing the subsequent evolution of the

perturbed forecast.

The research questions (RQs) to be considered include:

RQ1: How does the sensitivity of various TC intensity measures change based on the

de�nition of TC intensity?

RQ2: What is the relationship between pressure and wind based TC intensity measures

(i.e., are decreases in (average) minimum sea level pressure necessarily associated with

increases in maximum low-level winds and/or relative vorticity?)

RQ3: What is the role of upper tropospheric processes on TC intensity change?

To address these research questions, this study will investigate the evolution of adjoint-

derived perturbations to the model initial state using the Weather Research and Forecast-

ing (WRF) model (Skamarock and Coauthors, 2008) and its adjoint (Zhang et al., 2013).

The foundational approach to answer the research questions will use the \sensitivity-

perturbation-response-diagnosis" (SPRD) procedure, which employs adjoint-derived sen-

sitivities to elicit particular responses in the tropical cyclone simulation for which diag-

noses of the perturbed cyclone development can be conducted. Chapter 2 contains the

technical approach used to address the RQs. Chapter 3 through Chapter 5 address each
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the RQs. Chapter 6 synthesizes the results of these studies and discusses future directions

and applications of this research.
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Figure 1.1: Simulated inertial stability on 354 K and 306 K isentropic surface (�ll;
5x109 s� 2), zero line of inertial stability (grey), and the 1004 hPa sea level pressure

contour (yellow, for spatial reference).
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Chapter 2

Technical Approach

2.1 Dynamical sensitivity analysis

Sensitivity analysis is a measure of the e�ect ofa priori changes to the inputs on a chosen

function of the outputs. Sensitivity analysis can be derived from changes in model pa-

rameterization (Ratnam and Kumar, 2005), or assumed importance of a forecast feature

(e.g., synoptic reasoning; Aberson 2003) that is altereda priori to observe the impact

on a forecast. These approaches to sensitivity analysis involve potential changes to a

wide range of potential parameters and/or variables in the forecast. Each change has

an associated computational cost to investigate and, to determine signi�cance, must be

implemented one at a time. Dynamical sensitivity analysis di�ers from other sensitiv-

ity analysis techniques as the sensitivities elucidate dynamical features important for

changing an aspect of the forecasted atmosphere. Particularly, adjoint-based dynamical
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sensitivity analysis is capable of generating an estimate of the impact of any perturba-

tion to the initial state on a chosen aspect of the forecast state, within the constraining

assumptions (see section 2.1.1).

2.1.1 Nonlinear model, tangent linear model and adjoint model

Given a set of initial and boundary conditions, a numerical weather prediction (NWP)

model is a numerical solver of a system of nonlinear partial di�erential equations that

evolve the atmospheric state forward in time to produce a future forecast state. The

nonlinear model (NLM), represented asM , propagates an initial model state x, forward

in time. (x in ). The initial state represents initial conditions and contains necessary

boundary conditions. The model propagates the initial state to a future model statexout ,

where

xout = M (x in ) (2.1)

The NWP model is typically nonlinear and includes explicit and parameterized physics

and moisture schemes that can be turned on and o� by, given the spatial and temporal

evolution of the forecast state. These parameterization schemes serve to approximate

atmospheric processes on scales not resolved by the chosen model discretization.

The tangent linear model (TLM) is derived from the nonlinear model by linearizing

the time-tendency equations about a nonlinear NWP model trajectory, called the basic

state or control trajectory. Given perturbations to the initial conditions of the basic

state trajectory, the TLM calculates future perturbations evolved along thefull physics
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trajectory of the NWP modelde�ned by the basic state:

x0
f = Lx 0

0 (2.2)

where x0 is the perturbed state vector,f is the �nal model state, 0 is the initial model

state, x and L is the TLM linear operator, called the "tangent linear propagator" (e.g.,

Hoover and Morgan 2010). The adjoint model is de�ned as the transpose of the TLM

approximation to the nonlinear NWP model, linearized about the forecast trajectory of

the NLM. Adjoint models evaluate the gradient of a speci�c forecast aspect (known as a

response function, R) with respect to changes in the model state (x) at earlier times by

evolving the gradient@R=@x (or bx) "backward" in time along the NLM trajectory:

@R
@x0

= L T @R
@x f

(2.3)

The response function is a measurable characteristic of the forecast that must be di�eren-

tiable with respect to the model state (Errico, 1997) but is otherwise at the discretion of

the user. The adjoint model is initialized using the gradient of the response function with

respect to the model �nal-time forecast state. For this study, response functions measur-

ing TC intensity are considered. The adjoint evolves the sensitivity gradient "backward"

along the trajectory of the NLM to compute the sensitivity of R to prior times in the

model forecast. Speci�c examples of response functions used are in Section 2.1.2.
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From a single adjoint integration, the adjoint model evaluates most e�ciently the sensi-

tivity of a chosen response function to all input parameters (Errico, 1997). The impact

of any arbitrary perturbation ( x0
0) initial condition on the response function can be

evaluated by taking the inner product of the sensitivity gradient with the perturbation:

�R =
�

@R
@x0

; x0
0

�
(2.4)

where�R is considered the prescribed change. The prescribed change is evaluated against

an estimate from the evolved nonlinear di�erence in the forecast (�R = Rp � Rc). Linear-

ity is perfectly held when � R = �R , meaning the perturbations to the initial state (x0
0)

evolved exactly as prescribed (�R ). This deviations from perfect linearity can represented

as the linearity ratio (LR) to quantify the relationship between the evolved change (�R)

and the prescribed change (�R ):

LR =
� R
�R

(2.5)

The accuracy and utility of adjoint models for dynamical case studies are constrained by

the assumption of the tangent linear evolution of perturbations and the use (or absence)

of simpli�ed physics for nonlinear processes, such as moist convection. These assumptions

restrict the quantitative accuracy of the adjoint-derived sensitivity gradients for highly

nonlinear phenomena, like TCs, to around 48 hours (Hoover and Velden, 2020). Using

a sophisticated adjoint model is bene�cial for extending the utility over which sensitiv-

ities are quantitatively useful in TCs (e.g., Doyle et al. 2011, Doyle et al. 2014). The
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approximation � R �= �R is due to non-linearities that evolve in the NLM (e.g., con-

vection, shifting track of the storm). If the di�erence in this approximation is small, the

underlying assumptions of the adjoint are held.

The behavior of perturbation evolution can also be computed using the TLM, by com-

paring how the perturbation in the TLM and the perturbation de�ned by the di�erence

between the perturbed and unperturbed nonlinear model trajectory simulations evolve.

Qualitative and quantitative comparisons of the perturbations from the TLM and NLM

can give insights into what is causing linearity to be lost. This can done be quantitatively

by comparing the expected change (�R ) from the TLM with the actual change (� R) in

the nonlinear model, where the resulting comparison is an approximation for the corre-

lation between the TLM and NLM perturbations. Further qualitative analysis can be

performed by comparing changes in the model state to investigate reasons for di�erences

between the TLM and NLM perturbations; for example, if the speed of propagation is

faster in the TLM than the NLM, the linearity would be low even if the magnitude and

distribution of the perturbed states are consistent.

2.1.2 Response functions

The response function is a measurable characteristic of the forecast that must be di�er-

entiable with respect to the model state (Errico, 1997) but is otherwise at the discretion

of the user. An adjoint sensitivity study can provide useful information about the �nal

time forecast characteristic at earlier times, but only if the selected response function
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accurately represents the physical property the user is interested in investigating. Im-

proper attribution of sensitivities is also possible, if the user makes assumptions about

the relationship of the sensitivities and their co-location with the forecast trajectory. This

concern is outlined by Hoover and Morgan (2011) for tropical cyclone steering. Previ-

ous adjoint sensitivity studies for tropical cyclone intensity change predominantly de�ne

intensity in terms of the (1) sea level pressure (Langland et al. 1995; Chu et al. 2011)

or (2) the low-level wind �elds (e.g., Doyle et al. 2011; Ito et al. 2011), either from the

vorticity (Vukicevic and Raeder, 1995) or kinetic energy (Doyle et al. 2011; Doyle et al.

2012) within a lower-tropospheric volume region surrounding the storm center.

In the presented work, three response functions are used:

1. (Minus) the averagesurface pressureof dry air: the response function (R1) is a model

state variable that is a proxy for sea level pressure:

R1 =
1
N

X

i;j 2 D

� � ij (2.6)

where � is the dry air in a model column extending from the surface to the top of the

model. These values are summed overN grid points in a horizontal domainD indexed

zonally by i , and meridionally by j over a de�ned region centered on the maximum

vorticity at 850 hPa. The negative sign is included to such that the sign sensitivities is

consistent with other response functions, such that a positive perturbation to a positive

sensitivity would result in increasingR1. An increase inR1 through perturbing the initial
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conditions would correspond to lower pressure on average in that domain.

2. The average kinetic energy: the response function (R2) is de�ned as:

R2 =
1
N

X

i;j;k 2 D

1
2

(u2
ijk + v2

ijk ) (2.7)

whereu and v are the zonal and meridional components of the horizontal wind with the

same horizontal domainD as described forR1 and indexed vertically by levelsk. The

KE response function is similar to the response function used in previous studies (Doyle

et al., 2012), which measures the kinetic energy of the winds in the domain centered on

the storm. An increase inR2 results in stronger winds when the response function is

de�ned.

3. The vortex-associated kinetic energy(VAKE) response function (R3) measures the

kinetic energy associated with the vorticity of the cyclone de�ned as:

R3 =
1
N

X

i;j;k 2 D

1
2

(u2
� T C ijk

+ v2
� T C ijk

) (2.8)

where � T C is the vertical component of vorticity associated with the TC with the same

domain D as described forR2. The response function VAKE (R3) was developed to

address a potential issue withR2 and is discussed in detail in Chapter 4.

By de�ning and averaging the response functions over a domain centered around the TC,

changes in the response functions are less sensitive to small displacements in the storm
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track and small, local extrema from evolved perturbations. While not an exhaustive list

of potential response functions for tropical cyclone intensity, these capture a range of

metrics all with their own bene�ts and drawbacks.

2.1.3 Derived Sensitivities from State Variables

An adjoint model produces the sensitivity of a response function to the model state

variables (i.e., temperature, pressure, winds, moisture). In addition to sensitivity to model

state variables, derived sensitivities to vorticity and divergence (b� and b� respectively;

Kleist and Morgan 2005) can also be computed, as they are potentially more insightful

to consider since they can be directly related to synoptic features (e.g., vorticity and

divergence extrema associated with mid-latitude upper-tropospheric weather systems,

tropical Kelvin waves, or changes in the out
ow layer inertial stability - where vorticity

in the out
ow layer is a surrogate for inertial stability). These sensitivities are directly

calculable from the sensitivities to the horizontal wind components (bu and bv) as in Kleist

and Morgan (2005):

r 2 b� = �
�

@bv
@x � @bu

@y

�
and r 2 b� = �

�
@bu
@x + @bv

@y

�

Additionally, perturbations can be constructed from adjoint sensitivities to elucidate the

physical signi�cance of these sensitivities.
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2.1.4 Optimal perturbations

The coincidence of synoptic scale features with sensitivities alone is insu�cient to as-

cribe dynamical signi�cance to that feature (Langland et al., 1995). The coincidence of

sensitivities to a state variable with Eulerian tendencies in that variable implies dynami-

cal signi�cance. Numerical simulations can be perturbed using adjoint-informed optimal

perturbations (e.g., Doyle et al. 2012; Hoover 2015). Adjoint-derived sensitivity gradi-

ents, @R=@x, can be used to objectively calculate the optimal perturbations to the initial

conditions of the model to produce a prescribed change in the response function at the

�nal time. These perturbations are considered optimal as they require the minimum am-

plitude change in energy, as de�ned by a moist static energy norm (Ehrendorfer et al.,

1999):

e = 1
2 hx0

0; Wx 0
0 i = 1

2

"

u02
ijk + v02

ijk +
cp

T0
T02

ijk + RT0

�
p0

ij

p0

� 2

+ "
L2

v

cpT0
q02

ijk

#

(2.9)

where the weighting matrix,W , determines the initial time amplitude or norm,u0, v0, T0,

p0, and q0 are the perturbed zonal 
ow, meridional 
ow, potential temperature, pertur-

bation (i.e., non-static) pressure at the surface, and speci�c humidity, respectively. The

reference state for potential temperature is (T0; 300.00 K) and for pressure (p0; 1000.00

hPa), cp is the speci�c heat at constant pressure,R is the dry air constant, andL v is the

latent heat of condensation per unit mass. The scalar coe�cient" controls the relative

weighting of the moist static energy term," L 2
v

cp T0
q0, within the norm. The above energy-

based norm equation represents the combined perturbation kinetic energy, perturbation
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available potential energy, perturbation elastic energy, and perturbation latent (heat).

Constraining equation 2.9 by the prescribed change (equation 2.4) results in the opti-

mal change in the initial state wind, temperature, pressure, and/or moisture, based on

your choice of response functionR and by the � R desired using a Lagrange multipliers

technique. This technique investigates the sensitivity ofR to initial perturbations since

the perturbations are de�ned a priori to change the response function. The Lagrange

multiplier used to constrain the problem is de�ned as derived in Errico (1997):

L = e � �
�

�R � h
@R
@x0

; x
0

0i
�

(2.10)

Where the perturbation initial state (x
0

0) is unknown. Through di�erentiation of L with

respect to� yields:

4 R = �
@R
@x0

W � 1 @R
@x0

(2.11)

which can be written as, with respect to� :

� =
@R
@x 0

h@R
@x 0

; W � 1 @R
@x 0

i
(2.12)

Optimal perturbations are obtained by di�erentiation of L with respect to x
0

0 and with

the solution @L=@x0 = 0:

@L
@x0

= 0 = W � 1x0 � �
@R
@x0

(2.13)
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Solving for the initial condition perturbations yields:

x
0opt
0 = � W � 1 @R

@x0
= �R

W � 1 @R
@x 0

h@R
@x 0

; W � 1 @R
@x 0

i
(2.14)

From this expression, it is evident that the initial perturbations (x0
0 = f u0; v0; T0; p0; q0g)

are directly proportional to the initial time adjoint-derived sensitivity gradient in the lim-

iting case, where the terms inW are constants.

The validity of a adjoint model's estimate of the sensitivity is measured by comparing

the evolved nonlinear perturbation to the initial state by taking the dot product of the

sensitivity gradient at time � with the perturbed model state at the same forecast time

� :

�R = h
@R
@x �

; x
0

� i (2.15)

If linearity is held, this dot product should equal the prescribed change in response func-

tion used to initialize the adjoint model, � R. Any deviations are due to the limitations

discussed previously. Linearity can also be calculated through the correlation of the NLM

simulation di�erence and the TLM perturbations, where a high correlation indicates that

the linear assumptions used to de�ne the adjoint model are upheld.

2.2 WRF-ARW and WRFPLUS con�gurations

The Weather Research and Forecasting (WRF) | Advanced Research WRF (ARW)

forward model (Skamarock and Coauthors, 2008) and its adjoint (Zhang et al., 2013),



30
available through WRFPLUS (version 3.8.1) are used to simulate TCs and their environ-

ment, compute sensitivity gradients based on prescribed response functions for the TC

intensity, and to perturb the initial state, based on those sensitivity gradients, to diagnose

key processes that in
uence the intensi�cation of a TC.

The WRF-ARW is a nonlinear, fully compressible, non-hydrostatic with a terrain-following

hydrostatic pressure coordinate, full physics NWP model with Arakawa C-grid grid stag-

gering. The model uses 2nd and 3rd order time integration and 2nd to 6th order advection

schemes in both the horizontal and vertical. The WRF-ARW can be run in a variety of

con�gurations using both idealized and real data simulations for case studies or near real-

time forecasts. The simulations are run on a Lambert Conformal map projection. The

WRFPLUS contains both the forward, nonlinear model and its adjoint of the WRF-ARW.

The adjoint is capable to run in a stand-alone mode to calculate sensitivity gradients, or

to accompany WRF 4D-variational data assimilation (through WRFDA) to minimize the

distance between the model state and observations at the time in which the observations

appear in the assimilation time window. The physical parameterizations available for the

WRF and its adjoint are in Table 2.1.

The WRF adjoint, available through WRFPLUS, contains the adjoint of most moist

physical processes for large-scale condensation and the adjoint of a simpli�ed cumulus

scheme (Xiao et al. 2008; Chu et al. 2011). The advantage of using the WRF and

its adjoint is it's highly adaptable and is generally a standard NWP model for higher

resolution, limited domain modeling. Furthermore, its adjoint can easily be initiated
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with a variety of response functions. Disadvantages can be the canned nature of the

model, �nding the ideal con�gurations for model physics settings, and grid spacing to

both ensure the development of the TC while meeting the constraints of linearity.

Physics Option WRF scheme name WRFPLUS scheme
name

Cloud microphysics Goddard micro-
physics

Large-scale condensa-
tion

Longwave Radiation RRTM (Rapid Radia-
tive Transfer Model)

None

Shortwave Radiation Goddard shortwave None
Surface Layer MM5 similarity None
Land Surface Noah land surface

model
Noah land surface
model

Planetary Boundary
Layer

Yonsei University Yonsei University

Subgrid cumulus pa-
rameterization

Kain-Fritsch Simpli�ed scheme

Table 2.1: WRF and WRFPLUS Physics Scheme options used in the nonlinear model
and adjoint model simulation within this work.

Tests were conducted with the outlined model set up to investigate the role of horizontal

and vertical resolution on the simulation's forward trajectory and adjoint sensitivities.

The vertical model spacing in all cases is evenly spaced, with simulations using either 41

or 64 terrain-following vertical levels from the surface to 50 hPa. The horizontal resolution

was tested at both 18 and 30 km. Additionally, the model time step was varied from 30

to 90 seconds. Output of the model trajectory from simulations, which is necessary to

initialize the adjoint, is saved every 30 seconds to 3 minutes, depending on model timestep

and resolutions. Speci�c cases are discussed in Chapters 3, 4, and 5.

Previous adjoint studies (e.g., Doyle et al. 2011; Doyle et al. 2012; Hoover 2015; Reynolds
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et al. 2016) have demonstrated the e�ectiveness and appropriateness of adjoint applica-

tions for TC dynamics at resolutions comparable or coarser resolutions to simulations

outlined here.

2.3 Initial Condition Data

Model initial and boundary conditions are con�gured using the WRF Preprocessing Sys-

tem (WPS). The WRF-ARW simulations are initialized using the National Center for

Environmental Predictions (NCEP) FNL (Final) operational global analysis on 0.25� x

0.25� latitude-longitude grid available from the National Center for Atmospheric Re-

search (NCAR) Research Data Archive (RDA) as dataset ds083.3. The data used from

this archive include NCEP's Global Forecast System (GFS) every 6 hours (0000, 0600,

1200, 1800 UTC daily) and short-term (3 hour) forecasts of the GFS from those 6 hourly

analyses. Through this con�guration, boundary conditions are updated every 3 hours.

Additional analysis is completed using the isobaric and surface ERA5 reanalysis on 0.25� x

0.25� latitude-longitude grid available from NCAR's RDA as ds633.0.

When using GFS data in WPS, the user has an option to represent sea level pressure:

PRMSL is pressure reduced to mean sea leveland MSLET is mean sea level pressure us-

ing eta reduction. The �rst, MSLET, uses unsmoothed atmospheric �elds and computes

below ground extrapolated temperature by relaxing Laplace's equation. The second,

PRMSL, for legacy reasons spectrally truncates �elds to T80 (approximately 150km ef-

fective resolution) everywhere (Hart and Cowan, 2018). This results in a much smoother
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sea level pressure �eld than obtained by MSLET. Additional tests were completed to

determine whether the initial sea level pressure structure, particularly important for the

TC vortex, in
uences the simulated forecast trajectory and/or the adjoint sensitivities.
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Chapter 3

Identifying sources of tropical

cyclone intensity change

3.1 Overview

Adjoint sensitivity studies provide information about how a forecast metric (i.e., response

function) changes with changes to the initial state. From this relationship, perturbations

to the initial conditions can be constructed to evaluate the impact of small changes to the

initial state. The perturbation evolution can additionally be evaluated to identify physical

processes changing in the basic state trajectory at times prior to the response function

being de�ned. Adjoint sensitivity analysis has few previous applications with tropical

cyclones using a case study approach, particularly when evaluating intensity metrics.

The following case study evaluates an established surface pressure intensity metric to
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investigate how small changes to the initial state grow and change physical processes,

ultimately changing the TC intensity forecast. Additionally, in this chapter the role of

perturbing only the upper troposphere or lower troposphere based on adjoint sensitivities

is evaluated. These experiments seek to evaluate if perturbing only the upper troposphere

or lower troposphere alone can result in the prescribed intensi�cation.

An established framework to evaluate expected TC intensity change is the Statistical

Hurricane Intensity Prediction Scheme (SHIPS) and the SHIPS Rapid Intensity Index

(SHIPS-RII). As discussed in section 1.3, SHIPS and SHIPS-RII evaluate a combination

of current conditions, including satellite data, persistence metrics, and model forecast

data. Through historical data sets, an established statistical relationship between these

metrics and expected intensity change has been established to relate each variable to TC

intensity through a weighted coe�cient. Aspects of this framework are used in the present

study, particularly, evaluating the change of synoptic scale variables in the horizontal

and vertical range used in SHIPS(RII). The metrics evaluated are the average 200 hPa

temperature and divergence within a 1000 km radius, the 850 hPa relative vorticity within

a 1000 km radius, the 700-850 hPa average relative humidity within a 200 - 800 km radius,

the 200-850 hPa vertical shear of the horizontal winds within a 200 - 1000 km radius, and

the precipitable water within a 100 - 200 km radius. These variable de�nitions can also

be found in Appendix A. While the regression coe�cients established within SHIPS and

SHIPS-RII literature cannot be used, the general relationship (e.g., sign of change) and

magnitude of change can provide insights into changes of physical processes. Additionally,
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the distribution of change and the physical implications are evaluated within the context

of this case study.

3.2 Case Study: Florence (2018)

Hurricane Florence (2018) originated as a convectively active tropical wave, which moved

o� the west African coast on 30 August and became a hurricane in the Lesser Antilles

(Stewart and Berg, 2019). Undergoing two distinct rapid intensi�cation (RI) periods, the

�rst on 4 September in less than favorable large-scale conditions (15{20 kt of southwesterly

vertical wind shear, mid-level relative humidity< 50%, sea surface temperature< 27� C),

which was not well forecasted by operational models. Subsequently, Florence underwent

a period of rapid weakening due to shear associated with a mid-to-upper level shortwave

trough passing just north of Florence. A second period of RI, beginning 9 September,

occurred in more favorable conditions (vertical shear 5-10kt) and consequently was better

predicted. During the second period of RI, out
ow jets formed in the northwestern and

southeastern quadrants of the hurricane that allowed for the further intensi�cation of

the hurricane. Florence subsequently weakened again, due in large part to traversing a

shallow layer of warm water. Florence eventually made landfall in the coastal Carolinas

as a Category 1 hurricane, however, the slow translation speed and orographic barriers

near the coast resulted severe 
ooding (Stewart and Berg, 2019).
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3.2.1 Synoptic Overview

This study focuses on a 36-hour period associated with the second RI period, initialized at

0000 UTC 9 September, using the Weather Research and Forecasting (WRF; Skamarock

and Coauthors 2008). The WRF adjoint, available through WRFPLUS (Zhang et al.,

2013), contains the adjoint of physical processes for large-scale condensation scheme and

the adjoint of a simpli�ed cumulus scheme (Xiao et al. 2008; Chu et al. 2011). The WRF

was initialized using the National Center for Environmental Predictions (NCEP) FNL

(Final) operational global analysis on 0.25° x 0.25° latitude longitude grid available from

the National Center for Atmospheric Research (NCAR) Research Data Archive (RDA) as

dataset ds083.3. Further details about model con�guration can be found in Section 2.2.

The numerical simulation was run at 18 km horizontal grid spacing. This grid spacing

is consistent with the few other adjoint-based tropical cyclone studies (e.g., Doyle et al.

2011; Doyle et al. 2012; Reynolds et al. 2016). The model was con�gured with 40 layers

of evenly spaced vertical levels, from the surface to 50 hPa.

The storm does not reach the same intensity or intensi�cation rate as observed, however,

it is consistent with the experimental the Navy Research Laboratory COAMPS-TC model

(CTCX), the Global Forecast System (GFS) Model Forecast (AVNO), and the Finite-

Volume Cubed-Sphere Dynamical Core model (FV3G). These model forecasts are run at

�ner grid spacing, nested 45-15-5 km, 13 km, and 13 km, respectively. Tracing the track

and intensity, the track forecast is consistent with the best track. After 36 hours, the

simulation has developed a hurricane with a central pressure of 968.1 hPa and maximum
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surface wind of 78 kt. While the WRF simulation does not capture the correct intensity

or intensi�cation rate, the synoptic environment is consistent with analysis. Furthermore,

the simulation is not expected to replicate the Hurricane Florence (2018) rather simulate

an environment capable of supporting a TC, which the simulation successfully does.

At the initial model time, to the southwest of Florence there the average relative humidity

is low (40-60%). The advection of low water vapor content air into the near storm

environment limits the potential for storm development (Fig 3.1). Tied to the remnants

of a passing short-wave trough, the asymmetric vertical shear surrounding Florence is

higher in the simulation than in observations and to the north of the storm (10-30 ms� 1)

(Fig 3.1). This shear is also associated with a developing out
ow jet of the storm (Fig 3.1).

The out
ow in this case study is identi�ed by the equivalent potential temperature (� e)

that enters at the base of the eyewall. In the control simulation this value is 354 K, which

in the upper troposphere is situated between 150 - 200 hPa. An anticyclone is located to

the east of Florence, additionally to the southeast is a developing tropical storm which

becomes Hurricane Isaac (2018).

As the simulation advances, the 200 hPa potential vorticity (PV) in the proximity of the

TC is predominantly negative, with winds showing an asymmetric, anticyclonic circu-

lation indicating the developing out
ow (Fig 3.2). The near proximity of the TC with

a passing extratropical trough indicates a possible interaction and aid in developing an

out
ow jet to evacuate mass from the TC. The 850 hPa equivalent potential temperature

in the TC core shows a expanding pool of high� e air. To the northeast of the TC there is
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relatively low � e air that persists throughout the simulation. Additionally, to the west of

the TC there is band of minimum� e that is being advected about the TC. Notably, the

sea level pressure becomes more asymmetric at forecast hour 36, as it borders the ridge

to the east. The red box shown in the �gure denotes the response function domain at the

�nal time.

The adjoint model was initiated with the gradient of the response function (minus) the

dry air surface pressure,R = � � , de�ned in eqn. 2.6. The response function domain

is de�ned within a horizontal 20 by 20 grid box (� 360 by � 360 km) centered on the

minimum � at forecast hour 36.

3.2.2 Sensitivities

The 850 hPa sensitivity to water vapor is maximized near the TC (Fig 3.3). The strong

positive sensitivity, as indicated in teal, suggests if a positive water vapor perturbation

(i.e., increase the water vapor) in an annulus around the core and to the west of the TC,

36 hours later the perturbation dry air mass in a column (� ), a proxy for sea level pressure

(SLP) would be lower. Additionally, the sensitivity to wind (vectors) indicate making

the 850 hPa generally more cyclonic at this time would deepen the surface pressure 36

hours later. The strong positive sensitivity to water vapor is coincident with a minimum

in the average relative humidity (Fig 3.3), suggesting the drier lower tropospheric air is

impacting the surface pressure 36 hours into the forecast. Adjoint sensitivities can be

used to make an optimal initial condition perturbation projecting onto this sensitivity

feature to verify this suggestion.
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The 200 hPa sensitivity to potential temperature similarly is maximized near the TC

(Fig 3.4). The negative sensitivity to the north of the TC indicates cooling the 200 hPa

air in the proximity of the passing trough to its west and south. This would extend the

trough closer to the TC, allowing for the TC out
ow to favorably interact with of the jet

streak on the downstream side of the trough. Analyzing a cross section through the TC

(Fig 3.5), the sensitivity to potential temperature and water vapor are highly coincident

and the largest values are in the low to middle troposphere. To the west of the TC, large

banded positive and negative sensitivities to potential temperature and water vapor are

tilted towards the TC center. The low-level sensitivities to potential temperature and

water vapor are broadly positive, which is physically consistent with a warmer, moister

boundary layer leading to a more intense TC.

Figure 3.6 shows the derived sensitivity to 850 hPa vorticity, which broadly indicates

increasing the cyclonic vorticity in the center and to the north and east of the TC while

increasing the anticyclonic vorticity to the south and west. The vertical cross section

of sensitivity to vorticity (Fig 3.7), taken over the same section as in (Fig 3.5), shows

a largely positive sensitivity to vorticity at all levels with the exception of the strong

negative sensitivity to the west, with a banded structure consistent with the distribution

of sensitivities to potential temperature and water vapor (Fig 3.5). It is also evident in

the sensitivity to meridional wind (Fig 3.8). The coincidence and orientation of sensi-

tivity structures indicate a barotropic growth tilted upshear, which takes energy from

the existing shear to grow both positive and negative vorticity (Nolan and Farrell, 1999).

The tilted bands of positive and negative sensitivity structure seen in both dynamic and
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thermodynamic variables are distributed in a helical pattern. Such a sensitivity structure

has not been identi�ed previously (to the author's knowledge).

3.2.3 Optimal Perturbations

Optimal perturbations u0, v0, t0, and q0 were constructed using the energy norm (eqn. 2.9)

discussed in Chapter 2. The prescribed change (�R ) to constrain the norm was a 1 hPa

average change over the response function domain. The response function domain is a

20 by 20 grid box centered about the minimum perturbation dry air pressure (� 0). The

value constraining value,�R , can be evaluated from the equation:

�R = h
@R
@x0

; x
0

0i (3.1)

For each perturbed variable, the sum of the dot product between the variable adjoint

sensitivity (@R=@x0) and the perturbed initial state (x
0

0) result in the change of the total

response function attributed to that variable. In the derived optimal perturbations, the

prescribed change to the response function is predominantly attributed to a change in

potential temperature (�R = 0:66hPa), zonal wind (�R = 0:18hPa), meridional wind

(�R = 0:15hPa), and water vapor (�R = 0:013hPa), in descending order. All optimal

perturbations are initially concentrated in the lower troposphere, with temperature and

moisture perturbations maximized in the boundary layer. The initial changes in perturbed

energy are concentrated in the lower troposphere (Fig 3.9). As time evolves, the change

in perturbation KE shifts upward such that at the �nal time the largest change is around
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200 hPa and associated with changes in the out
ow layer of the TC Fig 3.9. Additionally,

there is an increase in the low-level KE concentrated around 900 hPa, associated with

an increase low-level wind speeds in the TC's circulation. The maximum in perturbation

latent heat energy is at 900 hPa at the �nal time. The perturbation available potential

energy has a local maximum at 900 hPa as well as a global maximum in the upper

troposphere and lower stratosphere (extending from 300 hPa to the top of the model

domain). At the �nal time, the minimum central pressure has decreased from 968.1 hPa

to 966.7 hPa, a 1.4 hPa change. Additionally, on average within the response function

domain, the average SLP has decreased 0.22. Through these metrics, the perturbed

simulation has intensi�ed the TC.

The normalized storm (di�erence divided by control value) relative averaged di�erence of

SHIPS-related variables are shown in Fig 3.10. The variables are scaled, as described in

the �gure, to account for the relative change. The change in 850 hPa vorticity oscillates

around zero throughout the simulation, increasing at the �nal time. Similarly, the 200

hPa divergence oscillates about zero with a large decrease at forecast hour 33, indicating

convergence within the out
ow layer. Similarly, the vertical shear increases throughout

the simulation with a peak at forecast hour 33, consistent with the large change in 200

hPa divergence. The initial perturbed RH has decreased, as the low-level potential tem-

perature has increased more than the water vapor, and increases relative to the control

at all forecast times the RH increases. This contrasts at the �nal time when the pre-

cipitable water has decreased, though increased slightly at all times prior. The 200 hPa

temperature increases throughout the simulation, in contrast to the Carnot heat engine
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conceptual model that an intensifying TC will decrease the out
ow level temperature to

increase its e�ciency.

Analyzing the horizontal distribution of select SHIPS-related metrics, Fig 3.11 shows the

initial and evolving change in 850 hPa vorticity. The banded structure, as seen in the

sensitivities, is evident around the TC. The evolved perturbations, 18 hours later, remain

somewhat banded but smaller scale with a shift in the TC core to the southwest. The

largest change is associated with local, elongated vorticity maxima. At forecast hour 36,

the largest change is in the core, indicating a slight shift south and an increase in the

vorticity (Fig 3.11). Additionally, the average perturbed 850 hPa vorticity within 1000

km of the TC increases, consistent with Fig 3.10.

At the initial forecast hour, the change in temperature is small and largely asymmetric

around TC (Fig 3.12), cooling to the north and warming to the east and west. This is

consistent the the sensitivity to potential temperature (Fig 3.4). As the perturbations

evolve, at time forecast hour 18 the average change within 1000 km is slightly warmer

particularly to the north of the TC. The dominant changes to the south are associated

a shift and reorientation. At the �nal time, the perturbations have warmed the 200 hPa

potential temperature to the north of the TC and around the core. To the south of the

TC center, there is both warming and cooling. Some of this change is attributable to the

change in position, as the TC center shifts southward.
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3.2.4 Linearity

To test the validity of the tangent linear model (TLM) assumption for this case, the lin-

earity ratio (LR; eqn. 2.5) of the prescribed change (�R ) is evaluated against an estimate

from the evolved nonlinear di�erence in the forecast (�R). The linearity ratio is 0.22,

indicating that the tangent linear assumption is poorly held quantitatively. Analyzing

the change in theR� (eqn. 2.6), the largest change is to the south indicating a deepening

low pressure in addition to a southward shift (Fig 3.13). Comparing the nonlinear change

in R� to the TLM perturbations it is evident that the loss in linearity is partially due to

a smaller magnitude change inR� , as well as a di�erence in the orientation perturbations

around the TC as the TLM shifts and deepens the northeast. The low linearity ratio

creates questions for whether this particular case study is valid within an adjoint frame-

work. Furthermore, it leads to questions regarding where and how the linearity is lost

in the nonlinear model trajectory. It is hypothesized, that the low-level perturbations to

potential temperature and water vapor will create (moisture) instabilities that will result

in more convective, moist elements that are nonlinear in nature. The perturbations to the

upper troposphere in contrast, are hypothesized to not be as linked to nonlinear elements

and thus will retain their linearity ratio better. This is tested in in the following section.
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3.3 In
uence of upper and lower troposphere on in-

tensity change

As shown in Fig 3.9, the all components of the optimal perturbations are concentrated in

the lower troposphere. At the �nal time, the largest changes to kinetic energy (KE) and

available potential energy (APE) are in the upper troposphere. The growth of perturba-

tion energy from the lower troposphere to the upper troposphere motivates an investiga-

tion of whether the same change in the response function (� � ) can be made through only

perturbing either the upper or lower troposphere. If so, how do the physical processes

and pathways to development change when the optimal initial perturbation is con�ned

to either the upper or lower troposphere? Furthermore, as found in the previous section,

the evolution of the perturbations was not su�ciently linear, based on the LR. Through

partitioning the atmosphere we can test if the upper or lower optimal initial perturbation

can better satisfy the tangent linear assumption.

3.3.1 Vertical Partition Optimal Perturbations

To investigate these questions, optimal perturbations based on the adjoint sensitivities

described in section 3.2.2 are calculated. As in the full domain perturbed simulation,

optimal perturbations u0, v0, t0, and q0 were constructed using the energy norm (eqn. 2.9)

discussed in Chapter 2. For the following experiments, a local projection operator (LPO)

is used to vertically partition the model atmosphere. Sensitivities outside of the speci�ed

model levels are set to zero using the LPO. The prescribed change (�R ) to constrain the
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norm was a 1 hPa average change over the response function domain. As the sensitivities

in the upper troposphere are smaller in magnitude, perturbations were scaled to obtain

the same prescribed change (�R ). The three perturbed simulations will be referred to as

1) full perturbation experiment (FPE; LPO model levels 0 to 41), 2) lower perturbation

experiment (LPE; LPO model levels 0 to 20), and 3) upper perturbation experiment

(UPE; LPO model levels 21 to 41).

For the UPE, the upper troposphere perturbations are approximately 13 times larger

than the full domain perturbations. For the LPE, the lower perturbations are 1.1 times

larger than the full domain. This scale can be calculated as optimal perturbations at ini-

tialization are linearly related to the adjoint sensitivities. From the perturbation vertical

energy structure, this change at initialization is shown in Fig 3.14, where the UPE has a

notably larger fraction in the top half of the model atmosphere. After 12 hours, the full

and lower perturbation energy structure are nearly identical, with the UPE perturbations

still retaining a larger change in the upper troposphere. Another 12 hours later (forecast

hour 24), the di�erence in the relative magnitude between simulations continues to nar-

row, with the upper perturbation experiment retaining a larger fraction of perturbation

energy in the upper troposphere compared to the lower and full troposphere. At the

�nal time (forecast hour 36), the the levels of maximum perturbation energies are simi-

lar across experiments, with the UPE (LPE) resulting in a larger fraction in the upper

(lower) troposphere (Fig 3.14).

In the response function domain, the evolved average changes in the sea level pressure
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(the di�erences in sea level pressure between perturbed and control non-linearly evolved

initial conditions) for the UPE, LPE, and FPE are -0.85 hPa, -0.11 hPa, and -0.22 hPa,

respectively. The lowest SLP however corresponds to the FPE (966.7 hPa) followed by

the LPE (967.0 hPa), and UPE (967.6 hPa), recalling the minimum SLP in the control

simulation is 968.1 hPa. This is due to a broadening UPE TC vortex and a westward

shift (Fig 3.15a). The total change in the LPE and FPE are nearly identical, with a slight

southward shift and deepening of vortex center (Fig 3.15b and (Fig 3.15c).

Analyzing the evolution of SHIPS-related variables for the LPE, the sign and distribution

are nearly identical for the �rst 9 hours of the integration (Fig 3.16 and Fig 3.10). After

9 hours into the forecast, the LPE has higher 850 hPa vorticity, with larger amplitude

oscillations about zero, with a large shift from positive to negative change 24 to 27 hours

into the forecast, respectively. After 9 hours into the forecast, the 200 hPa divergence in

the LPE oscillates about zero at a smaller amplitude than the FPE. The cause of this

distribution likely is associated with the LPE perturbations not growing and extending

as much into the upper troposphere compared to the FPE. The relative change 36 hours

into the forecast for all variables shown in Fig 3.16 are a smaller relative change, smaller

than in Fig 3.10.

The average change in the UPE (Fig 3.17) shows larger average changes for nearly all

time steps compared to both the FPE and LPE. After the �rst time step, the 850 hPa

vorticity is on average larger for the UPE than either the LPE and FPE indicating the

perturbations in the out
ow have extended downward rapidly to change the low-level
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vorticity. The 850 hPa vorticity from 3 hours through 30 hours into the forecast is

negative, becoming and remaining positive after 33 into the forecast. Consistent with

the FPE, at forecast hour 33 the 200 hPa divergence change is negative and large. The

RH has little change throughout the simulation, while the PW increases throughout the

simulation. From the evolution of perturbed SHIPS-related variables, it is evident that

the largest changes relative to the control simulation are from the UPE. While the UPE

perturbation magnitude is larger, the prescribed change (�R = 1hPa) is constant for all

three experiments suggesting that perturbations to the upper troposphere alone have a

substantial impact on TC intensity change for this case.

Figure 3.18 shows the evolution of 850 hPa relative vorticity for UPE. After 3 hours

into the forecast, small vorticity perturbations are already evident within the TC core

(Fig 3.18b). As the simulation progresses, the perturbations increase and indicate a shift

in position (relative to the control) of vorticity at the TC core and in outer bands. The

upper perturbations used to initialize this simulation grow downwards to create change

in the lower troposphere. At forecast hour 36, the largest change is a shift and increase

to the west (Fig 3.18h). Comparing the UPE (Fig 3.18b)to the LPE (Fig 3.19b), the

initial change in 850 hPa is larger but by 3 hours into the forecast, the largest magnitude

changes are comparable (Fig 3.19b). The LPE vorticity evolution remains smaller on

average throughout the remainder of the simulation, with a shift and increase in vorticity

to the south 36 hours into the forecast (Fig 3.19h). The evolution of the FPE is nearly

identical to the LPE.
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The evolution of the average change the of SHIPS-related variables, including the increase

in 200 hPa temperature and 200 hPa convergence, suggests changes to the out
ow level.

To investigate this, the 200 hPa change in PV across simulations is analyzed. In the UPE,

except at forecast hour 3, the average change in the evolution of the 200 hPa PV is lower

than the control simulation within approximately 1000 km of the TC center (Fig 3.21).

Furthermore, the extent of the near zero and negative PV is broader, most notably from

12 hours into the forecast (Fig 3.21d) through 30 hours into the forecast (Fig 3.21g).

This indicates an enhanced out
ow, consistent with more mass evacuation above the

surface low - a situation that supports intensi�cation. The out
ow remains asymmetric,

elongated longitudinally particularly to the east. The change in the LPE 200 hPa PV is

small at all times, as indicated in both in magnitude and distribution (Fig 3.22). The

change in the FPE 200 hPa PV shows less change than the UPE, however, after 18 hours

into the forecast the change in PV becomes negative and slightly broader than the control

simulation (Fig 3.23). The di�erence in the 200 hPa PV across experiments are consistent

with the change in average SLP shown in Fig 3.15, with the largest changes in the UPE

compared to the FPE and the UPE.

To further understand the changes in the out
ow level, the azimuthal average of both the

azimuthal wind and radial wind are calculated from the TC center to a 1000 km radius.

While not perfectly axisymmetric in the control simulation (shown in the contours) still

shows a robust azimuthal (Fig 3.24) and radial (Fig 3.25) circulation developing from

initialization through the �nal forecast hour. A bene�t of looking at the change in the TC

structure relative to the vortex center for each experiment is that positional shifts across
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simulations can be accounted for, as each azimuthal averaged is calculated relative to the

TC center in that simulation. The perturbation in the azimuthal wind at initialization,

3 hours into the forecast, and �nal forecast hour is shown in Fig 3.24 for all experiments.

The change at initialization across all three experiments is small, as expected based on

perturbation size and the asymmetries seen in the sensitivity patterns. At forecast hour

3, the di�erences become more pronounced, with the UPE indicating a decrease in the

azimuthal wind in the region the out
ow level anticyclone later develops in (Fig 3.24b).

In both the LPE and UPE, at forecast hour 3, no substantial changes are seen in the

upper troposphere. At forecast hour 36, the largest changes in the azimuthal wind are in

the UPE (Fig 3.24c), indicating a more robust anticyclone has developed, slightly closer

to the core of the TC than in the control simulation. Additionally, the change indicates

that the depth of the cyclonic 
ow in the upper troposphere is weakening and broadening.

A similar change is seen across all three simulations at the �nal time, with the LPE and

FPE showing a smaller overall change. The vertical extent of the cyclonic vortex in the

LPE and FPE does not show the same coherent signal of a weakening or lowering.

Similar to the perturbed azimuthal wind, the perturbed azimuthally averaged radial wind

at initalization is small with no discernible organized structure (Fig 3.25) due to the cy-

clone's being not well organized at this time nor having an axisymmetric upper tropo-

spheric structure. At forecast hour 3, the UPE, LPE, and FPE all show a slight decrease

in the near-surface in
ow near the core, though the UPE also shows a slight enhance-

ment of the azimuthially averaged in
ow in the lower troposphere (Fig 3.25b). For the

UPE, in the upper troposphere, coincident with the maximum outward radial wind of
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the control simulation, at this time, is a decrease in the radial wind. Below the decrease

in radial wind is a maximum in perturbed outward radial 
ow that extends upward and

outward from the TC center to 1000 km. The LPE and FPE both indicate a smaller, but

still decrease in outward radial 
ow 3 hours into the forecast coincident with the upper

troposphere radial maximum (Fig 3.25e&h). Unlike the UPE, both the LPE and FPE

show a decrease in the outward radial wind in the upper troposphere. At forecast hour

36, the UPE has the largest change in the radial wind across simulations, maximizing in

the out
ow layer (Fig 3.25c). The change is consistent with what was seen in the change

in azimuthal wind (Fig 3.24c), with a lowering of the maximum radial out
ow. This is

also seen in the LPE and FPE, except at a smaller magnitude. In the low-level radial

wind, the in
ow in the UPE has a broad increase in inward radial 
ow below the out
ow

layer. The LPE and FPE increase the in
ow in a concentrated region in near the TC

center.

The azimuthal average perturbations to the azimuthal and radial wind are consistent with

the time evolution of the other �elds analyzed within this chapter. Additionally, through

the analysis of azimuthal average, it is identi�ed that in the out
ow level is lowering

and broadening. This explains why the 200 hPa temperature on average is increasing in

the SHIP-related time evolution. The similarities in distribution of perturbations to the

azimuthal and radial wind in all three simulations at 36 hours into the forecast indicate

role the response function used has on how optimal perturbations evolve.
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3.3.2 Vertical Partition Linearity

As discussed in section 3.2.4, linearity ratio for the FPE is 0.22, indicating that the tangent

linear assumption is poorly held quantitatively. Comparing the FPE to the LPE and UPE,

the horizontal distribution of the response function value (� � ) is shown in Fig 3.26. As

expected from the change in SLP (Fig 3.15), the largest change is in the UPE with the

FPE and LPE showing similar magnitude and distribution changes. The linearity ratio

in the LPE is 0.090 and the linearity ratio in the UPE is 1.03. The near zero linearity

ratio for in the LPE indicates two hypotheses: �rst, the LPE creates low-level moisture

instabilities that result in nonlinear moist convective elements, which cannot adhere to the

tangent linear assumption. Second, lower troposphere perturbations alone cannot result

in TC intensity change. This is due to the enhanced low-level circulation converging

mass faster than the out
ow can evacuate mass (as seen the out
ow level PV does not

change much) resulting in an imbalance that restricts intensi�cation. The high, nearly

unity, linearity ratio in the UPE experiment indicates that the upper troposphere alone

can change TC intensity. Contrasting with the LPE, the upper troposphere perturbation

likely result in smaller moisture instabilities allowing the tangent linear assumption to

be held. Additionally, it suggests that the enhanced out
ow, as indicated by lower PV

and more robust azimuthal and radial wind in the out
ow layer, can lead to low-level

development through enhanced mass evacuation.

Analyzing the TLM distribution of � � in the respective experiments, all show the same

location of maximum and minimum change in� � and have the same average change in the
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domain shown (1 hPa). This is expected as the experiments are linearly related. However,

the UPE shows substantially larger extremes. As the TLM perturbation evolution is

linear, the �rst hypothesis that the cause of the low linearity ratio is due to instabilities

can not explain the di�erences in the extremes. This indicates that given a more robust

out
ow development in the low-level vortex can happen more readily and lead to larger

changes in the surface pressure. An additional feature in the TLM perturbations is the

shift in location as indicated by the dipole of maximum and minimum values. This

shift is unanticipated, though understandable as the response function does not include

information on how to structure the change in� � , only to increase� � on average 1

hPa. The ability for the TLM track to shift add further considerations for evaluating the

change in nonlinear perturbations. Additional consideration should be made on how the

response function is de�ned to mitigate a shift in the TLM. Furthermore, the measure of

linearity should be considered, such as including aspects of correlation between the evolved

nonlinear di�erence of the response function and the TLM perturbations to investigate

di�erences in spatial structure.

3.4 Conclusions

A case study of Hurricane Florence (2018) was performed to evaluate adjoint sensitivity

analysis for TC intensity using a traditional surface pressure response function (-� , minus

the perturbation dry air mass in the column - a surrogate for surface pressure perturba-

tion). Adjoint sensitivities at the initial time were optimally perturbed and evolved in the

nonlinear and tangent linear model to evaluate the change in the perturbed simulation.
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The adjoint sensitivity analysis suggests that TC intensity is particularly sensitive to the

low-level temperature and winds, and to a lesser extent to moisture. While perturbations

to the initial state maximize in the lower troposphere as the simulation evolves, the

maximum perturbed energy grows into the upper troposphere and lower stratosphere.

This upward growth motivates a vertical partitioning of the initial condition optimal

perturbations. Three experiments were conducted to compare how perturbations to the

full model domain (FPE) contrast to perturbations to only the upper (UPE) or lower

(LPE) model domain. While the lowest sea level pressure is found in the FPE, on average

the UPE decreases the SLP more and over a larger area. Furthermore, while the UPE

satis�es the tangent linear assumption well, the FPE and LPE do not, even for a moist

case.

From the evolution of the perturbed state, it is identi�ed that the UPE better develops the

out
ow layer anticyclone and radial out
ow, thereby helping evacuate mass from the low-

level vortex. Viewed from a vorticity perspective, this better developed out
ow supports

lower-tropospheric vortex stretching thereby enhancing the spin-up of the low-level vortex.

The initial perturbations in the LPE and FPE are largest in the lower troposphere and

progressively extend to the upper troposphere. It is hypothesized that this reduces the

TC's ability to intensify, as mass in the low-levels does not have a comparable out
ow

to support continued development. This hypothesis is supported through the evolved

perturbations in the TLM. The TLM perturbations across all three experiments have the

same horizontal distribution, however, the magnitude of the change is di�erent. The UPE

has substantially larger extremes in the response function domain perturbed -� than in
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the LPE or FPE. The TLM perturbations also show a shift in the track, this motivates

further analysis of how the response function is de�ned.

Further case study experiments are necessary to evaluate whether this is a case dependent

feature. Additionally, through the vertical partition in this chapter, optimal perturba-

tions were re-scaled to prescribe the same change across all experiments. This vertical

partitioning can also be completed without re-scaling perturbations to test whether the

small perturbations to the upper troposphere alone continue to drive development and

satisfy the tangent linear assumption well.
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Figure 3.1: Valid 0000 UTC 9 September 2018 a) Sea surface temperatures (�ll;
� C), sea level pressure (black; hPa) and 10 m wind (barbs; ms� 1), b) 850-700 hPa
average relative humidity (�ll; %), 700 hPa geopotential height (black; m), and wind
(barbs;ms� 1), c) 850{200 hPa vertical wind shear (�ll; ms � 1), 500 hPa relative vortic-
ity (red; 105s� 1), geopotential height (black; m), and wind (barbs;ms� 1), d) 200 hPa
potential vorticity (�ll; PVU), wind speed (blue; ms � 1), geopotential height (black; m),

and wind (barbs;ms� 1)
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