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Abstract

Radiative E�ects of Arctic Clouds in Observations andModels

by Anne Sledd

Decreasing sea ice and snow cover are reducing the surface albedo and changing the Arctic

surface energy balance. How these surface albedo changes in�uence the top of atmosphere

albedo and energy balance is a more complex question, though, that depends critically on

the modulating e�ects of the intervening atmosphere and clouds. This thesis investigates

the radiative impacts of clouds in the Arctic, particularly on shortwave �uxes, in obser-

vations and models. First, satellite observations are used to quantify the contribution of

clouds to the planetary albedo and benchmark reanalyses. We �nd that the atmosphere

accounts for the majority (>60%) of the planetary albedo throughout the sunlight months,

and clouds further reduce the variability of the planetary albedo that is otherwise observed

in the surface albedo. Next we investigate the impact of clouds on absorbed shortwave ra-

diation in the Arctic. In the last two decades, trends in absorbed shortwave are statistically

signi�cant if calculatedwith clear-sky �uxes, but clouds reduce themagnitude of shortwave

trends and increase the time needed to discern a statistically signi�cant trend beyond the

length of the current record. In the latest generation of climate models, this delaying e�ect

of clouds is often underestimated, if it is present at all. Predicted changes over the 21st cen-

tury of cloud cover and planetary albedo help explain these model discrepancies. Finally,

we quantify how clouds can impact the ocean surface energy budget under di�erent CO2

forcings using a state of the art global climatemodel. Clouds have a limited impact on upper
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ocean temperatures in the pre-industrial environment, but the connection between clouds

and SSTs strengthens with higher CO2 concentrations. Cloud cover is negatively related to

fall SST in the Arctic, but the seasonal cycles of sea ice and radiative �uxes determine how

e�ectively clouds can in�uence SSTs.
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This work is dedicated to myself: my younger self who thought

science was boring, my current self who has been doing the work,

and my future self who will hopefully put this to good use.
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Chapter 1

Introduction

The Arctic is one of the most rapidly changing regions on Earth. Sea ice loss has negative

trends for all months over the beginning of the satellite era (Onarheim et al., 2018) with

many regions transitioning from perennial to seasonal ice cover in recent years (Comiso,

2002). The remaining sea ice is younger and thinner (Lindsay and Schweiger, 2015, Stroeve

et al., 2012) as its decline accelerates (Comiso et al., 2008). On land, snow cover is also

declining, with longermelt seasons (Wang et al., 2018) and a "greener" Arctic (Myers-Smith

et al., 2020, Zhu et al., 2016). These surface cover changes coincide with increasing surface

temperatures, almost 2oC over the last century (Box et al., 2019), that are 2-3 times greater

than the global average, a phenomenon known as Arctic Ampli�cation (AA) (Serreze et al.,

2009). AA is driven by various feedback mechanisms that manifest themselves through

changes in the Arctic energy budget (Serreze and Barry, 2011). The observed changes in

surface cover impact the surface-atmosphere heat and moisture exchanges (Serreze and
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Barry, 2011) and have created a fundamentally di�erent environment, termed the “New

Arctic” (Carmack et al., 2015).

We can understand the evolving new Arctic by studying the energy budget, the balance

of energy entering and leaving the Arctic system. At the top of the atmosphere (TOA),

the energy balance is determined solely by the exchange of incoming shortwave (SW) and

outgoing longwave (LW) radiative �uxes. The amount of SW radiation that is absorbed

versus re�ected is, in turn, determined by the planetary, or TOA, albedo. At the surface,

latent and sensible heat �uxes also play a role, o�setting some of the excess SW absorption

in summer and fall when sea ice extent is reduced. While the surface and TOA are linked,

only excess energy at the surface can melt sea ice and snow or heat the ocean. Decreases in

sea ice extent and snow cover have, in turn, been linked to decreases in surface and TOA

albedos over Arctic waters in observations (Gorodetskaya et al., 2006, Pistone et al., 2014,

Riihelä et al., 2013). Sea ice has a much higher albedo than open ocean, so when sea ice

melts the ocean absorbs more SW radiation. More SW radiation at the surface warms the

ocean and further melts additional sea ice (Curry et al., 1995) both by increasingmaximum

sea surface temperatures (Steele et al., 2008) and heat release in fall and winter that delays

sea ice growth (Tietsche et al., 2011), creating the ice-albedo feedback central to AA (Screen

and Simmonds, 2010).

Yet while sea ice and snow play critical roles in the Arctic energy balance, their in�uence is

strongly modulated by the atmosphere and, in particular, cloud cover (Sedlar et al., 2011).

Clouds a�ect both LW and SW radiation throughout the atmospheric column. They can



3

decrease the SW radiation that reaches the surface as well as increase the downwelling LW

radiation. Thus, clouds modulate surface melting, warming the surface by trapping ther-

mal radiation or cooling it by re�ecting solar radiation (Intrieri et al., 2002, Perovich, 2018).

TheArctic has high cloud cover throughout the year, typically greater than 65%Comiso and

Hall (2014), and the impact of clouds on SW is particularly large during summer when the

sun shines continuously above the Arctic Circle, and clouds further reduce the strength of

the ice-albedo feedback (Hwang et al., 2018, Soden et al., 2008).

However, while our knowledge ofArctic cloudproperties has improved over the past decades

with increased satellite observations (Kay et al., 2016), the precise magnitude of the modu-

lating in�uence of clouds is still unresolved. Because clouds strongly in�uence the plane-

tary albedo and, therefore, howmuch SW radiation reaches the surface, the future of clouds

is critical to the future of the Arctic climate (Kay et al., 2016). Observational studies have

found some evidence that increased cloud cover may o�set decreases in surface albedo in

the Arctic (Katlein et al., 2017, Kato et al., 2006), although trends in cloud cover are small

and both regionally and seasonally dependent (Kay and Gettelman, 2009, Letterly et al.,

2018, Wang et al., 2012). These studies have also relied on satellites with passive sensors

that struggle to identify cold bright clouds over cold bright surfaces in the Arctic. While

data from active sensors, e.g. radar and lidar aboard CloudSat and CALIPSO, have greatly

improved our understanding of cloud processes in theArctic (Kay and L’Ecuyer, 2013,Mor-

rison et al., 2018) they have only been in orbit since 2006 and su�er from limited nadir

sampling.
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An abundance of data would be ideal to study these problems, but data aremore di�cult to

gather in the Arctic than at lower latitudes. Due to harsh environmental conditions, con-

tinuous ground observations are relatively sparse. While �eld campaigns provide invalu-

able ground truth they are limited in time and space. Satellites have improved spatial and

temporal coverage. Unfortunately, satellite observations do not all cover the same time pe-

riods or all variables that are desired. As such, reanalyses are commonly used in studying

the Arctic to �ll in the gaps of observations, but their accuracy is often questioned given

the lack of independent observations to validate them, (e.g. Huang et al., 2017, Lindsay

et al., 2014, Tjernström et al., 2008). In addition, global climate models (GCMs), allow the

bulk e�ects of various forcing and feedback mechanisms to be analyzed with a plethora of

prognostic and diagnostic variables that span for far longer time periods than observations.

However, studying the future of polar climate using GCMs presents its own challenges due

to ongoing di�culties accurately representing modern day cloud processes and feedbacks

(Dolinar et al., 2015, Li et al., 2013). Each model contains its own biases that in�uence

what conclusions can be drawn from it (Bintanja and Krikken, 2016). Di�erences in cloud

parameterizations have thus led to biases, relative to satellite and ground observations, in

the SW energy budget in GCMs (Gorodetskaya et al., 2006). While progress has been made

studying cloud feedbacks in the Arctic (e.g. Morrison et al., 2019), the challenge of realisti-

cally representing clouds persists across generations of GCMs (Vignesh et al., 2020), casting

uncertainty on projected rates of AA and accompanying Arctic sea ice loss. As with all data

sources, one must be aware of their limitations to draw accurate conclusions.
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In this work we unpack the e�ects of clouds on radiative �uxes in the Arctic, largely fo-

cusing on re�ected and absorbed SW radiation. In Chapter 2 we quantify the surface and

atmospheric contributions to the TOA albedo and compare values over di�erent surface

types based on snow and sea ice cover. The masking e�ect of clouds as seen from the TOA

is compared across surface types, and further used to explain why the TOA albedo behaves

di�erently than the surface albedo. These values are calculatedwith broadband �uxes from

satellite observations, and the results are used to evaluate several reanalyses. In Chapter 3

we examine how clouds impact trends of absorbed SW radiation in observations and phase

six of the Climate Model Intercomparison Project (CMIP6). A statistical framework is em-

ployed to determine how many years of observations are needed to determine a trend is

statistical signi�cant, given the interannual variability. An additional section dives into

the regional impacts of clouds on SW absorption in observations, using the same statistical

framework. Chapter 4 connects the two earlier chapters. The albedo partitioning scheme is

applied toGCMs and compared to observations. Their representations of albedos and cloud

masking are then related to the emergence of SW absorption trends. Finally, in Chapter 5

we turn to the implications of cloud masking on ocean warming. We investigate if clouds

can in�uence sea surface temperatures in the Arctic Ocean using a state of the art climate

model. We end by discussing the broader implications of this work and future directions

in Chapter 6.
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Chapter 2

HowMuch Do Clouds Mask the

Impacts of Arctic Sea Ice and Snow

Cover Variations? Di�erent

Perspectives from Observations and

Reanalyses*

*This is a lightly modi�ed version of: Sledd, Anne, and Tristan L’Ecuyer. "Howmuch do cloudsmask the
impacts of Arctic sea ice and snow cover variations? Di�erent perspectives from observations and reanalyses."
Atmosphere 10.1 (2019): 12.
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2.1 Preface

This chapter quanti�es how cloudsmodulate the TOA albedo and sea ice loss using satellite

observations and compares the results with reanalyses. The TOA albedo is determined by

both the surface and the atmosphere, the latter beingheavily in�uenced by clouds (Stephens

et al., 2015). Past studies have partitioned the TOA albedo into surface and atmospheric

components both globally and at high latitudes (Donohoe and Battisti, 2011, Qu and Hall,

2005). Observations reveal that the atmosphere dominates theTOAalbedo across theEarth,

even in the Arctic where the surface albedo is quite high. Although the surface does not

make the largest contribution to the TOA albedo, it is responsible for the majority of vari-

ability in the Arctic TOA albedo. From Qu and Hall (2005), more than 50% of TOA albedo

interannual variability is due to the changes in the surface albedo. Since the atmospheric

contribution is dominated by clouds, the albedo partitioning scheme from Donohoe and

Battisti (2011), discussed next, can be further used to quantify the e�ects of clouds on TOA

albedo response to changing surface cover in the Arctic and evaluate their representation

in reanalyses.

This chapter seeks to answer two fundamental questions: How do cloudsmodulate the im-

pact of surface cover changes on the TOA albedo? And how well are these e�ects captured

in modern reanalyses that are often used in polar climate studies? We partition the surface

based on sea ice and snow cover to show the e�ects of surface cover on the energy balance

over a time period with large surface cover variability. The surface partitioning is further

applied to the TOA albedo and its contributions to show their sensitivities to changes in
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surface cover. We use new metrics to quantify the e�ects of clouds on the TOA albedo by

comparing the all-sky and clear-sky TOA albedo contributions. These metrics are further

used to evaluate �vemodern reanalyses in their representations of clouds and surface cover

feedbacks in the Arctic.

2.2 Methods

2.2.1 Datasets

This study utilizes the Arctic Observations and Reanalysis Integrated System (ArORIS), a

collection of satellite, in situ and reanalysis datasets focused on the Arctic and created to

support Arctic climate research (Christensen et al., 2016). All data in ArORIS is re-gridded

to a uniform 2.52.5rid and averaged to monthly timescales. We use radiative �uxes from

the Clouds and Earth’s Radiant Energy System Energy Balance and Filled (CERES-EBAF)

version 2.8 on board the Terra and Aqua NASA satellites. TOA �uxes in the CERES-EBAF

dataset are adjusted within their ranges of uncertainty to be consistent with global ocean

heat uptake from in situ ocean observations (Kato et al., 2013). Errors in gridded down-

welling SW �uxes at the TOA are 0.5 Wm−2 and 5 Wm−2 in outgoing all-sky SW irradiance

for January—June 2002 and 4 Wm−2 thereafter (CERES, 2014, L’Ecuyer et al., 2015). Out-

going clear-sky SW irradiance has an estimated error of 2.6 Wm−2. At the surface, uncer-

tainties are 11 Wm−2 in both downwelling and re�ected SW �uxes (CERES, 2020). Total

cloud fraction is derived from the CloudSat 2B-GEOPROF-LIDAR product that utilizes a
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Figure 2.1: a) Monthly average snow cover area (blue) and sea ice area (red) for 2002-
2012 calculated from NSIDC SIC and SCF for the Arctic de�ned in Chapter 2. (b) June

snow cover area (blue) and September sea ice area (red).

combination of Cloud Pro�ling Radar (CPR) and Cloud-Aerosol Lidar with Orthogonal Po-

larization (CALIOP) observations. These active sensors are able to detect clouds over bright

surfaces and surface inversions that are common in the Arctic (Tanelli et al., 2008, Winker

et al., 2009). CloudSat/CALIPSO data are only available for 2007-2010 over 82-82. For this

work we use the years 2002-2012, corresponding to the period for which CERES was avail-

able in ArORIS. This period spans a time of high sea ice variability when the September

minimum sea ice extent has ranged from 3.4 to 6.0 million km2. Figure 2.1 shows the vari-

ability of monthly sea ice and snow cover areas as well as the decline of June snow cover

area and September sea ice area over 2002-2012.
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Surface ice and snow cover variables derive from the National Snow and Ice Data Center

(NSIDC) Equal-Area Scalable Earth grid (EASE) weekly product. A long-term record of sea

ice concentration (SIC) dating back to 1978 is estimated using brightness temperature from

the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR), the Defense Mete-

orological Satellite Program (DMSP) -F8, -F11 and -F13 Special SensorMicrowave/Imagers

(SSM/Is), and theDMSP-F17 Special SensorMicrowave Imager/Sounder (SSMIS). TheEASE

weekly product also summarizes snow cover over land. Snow cover fraction (SCF) is cre-

ated when grid cells �agged as snow covered (de�ned as ≥50% snow cover of the original

25 km grid cell) are interpolated from the EASE grid to larger grid cells. In Chapter 3 we

use SIC to calculate sea ice area (SIA) by multiplying the SIC in each grid box by its area

and summing over the Arctic, de�ned as the area north of the Arctic circle (66.5).

2.2.1.1 Reanalyses

Relationships between albedos, clouds and surface cover derived from the above obser-

vations are compared to �ve reanalyses: European Centre for Medium-Range Weather

Forecasting (ECMWF) Interim (ERA-Interim), Modern Era Retrospective-Analysis for Re-

search andApplications 2 (MERRA-2), NationalCenter for Environmental Prediction/Department

of Energy reanalysis 2 (NCEPR2), and theArctic SystemReanalysis versions 1 and 2 (ASRv1

and ASRv2). A summary of the speci�c reanalyses parameters used in this study is given

in Tables 2.1 and 2.2.
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Name Original
Resolution Clouds

ASR v1, v2 30 km (v1),
15 km (v2)

PWRF single-moment 5-class
microphysics scheme (v1),

PWR 2-moment Morrison scheme (v2)

ERA-Interim 0.75° 0.75 Fully prognostic equations
using 3-class two moment scheme

MERRA-2 1.25 1.25 Prognostic scheme and single-phase
condensate with two species

NCEP R2 1.25 1.25
Diagnostic cloud scheme with

parameterized relative humidity-cloud
cover (empirical) relationship

Table 2.1: Summary of selected reanalyses characteristics.

Name Sea Ice
Concentration

Sea Ice
Albedo

Snow Cover
Fraction

Snow
Albedo

ASR v1, v2 Prescribed from
SSMI and AMSRE

Annually varying
seasonal cycle

Vary seasonally with
assimilations from

NESDIS observations

ERA-Interim
Assimilated
from various
NCEP datasets

Monthly
climatology

Calculated from snow water
equivalent and snow density

Monthly
climatology

MERRA-2 Prescribed from various
ocean datasets

Seasonal cycle from
SHEBA observations

NASA Catchment
land surface model

MODIS
climatology

NCEP R2 Prescribed from AMP-II NSIDC snow cover fraction Fixed with latitude
dependent values

Table 2.2: Continued summary of selected reanalyses characteristics.

ERA-Interim is an ECMWF global reanalysis based on ERA-40 (Uppala et al., 2005) that

uses a four-dimensional variable assimilation (4D var) (Dutra et al., 2010). Sea ice albedos

in ERA-Interim are monthly values based on Ebert and Curry (1993) that are interpolated

to the forecast time. Bare sea ice is assumed to represent the summer sea ice values, and

the dry snow albedo is used for winter. Sea ice concentration is assimilated from NCEP

real-time global (RTG) for January 2002—January 2009 and Operational Sea Surface Tem-

perature (SST) and Sea Ice Analysis (OSTIA) for February 2009 to present. In ERA-Interim,

snow cover fraction (SCF) is a function of snow water equivalent (SWE) and snow density,

�:
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SCF = min(1,

SWE

�

0.1 ). (2.1)

Only net clear-sky �uxes are available for ERA-Interim. To calculate the up-welling and

down-welling clear-sky SW �uxes at the surface, surface albedo, �SFC, is calculated from

the all-sky �uxes at the surface,

�SFC =
SW↑

SW↓ , (2.2)

and is used to solve for the desired �ux components. While this is the suggested method

(Hogan, 2017), it is noted that the results are not precisely what is produced by the model

because of di�erences in direct and di�use shortwave radiation due to the absence of clouds.

As with all reanalyses used here, ERA-Interim does not directly assimilate cloud observa-

tions. It uses prognostic equations for cloud liquid water and ice and cloud fraction from a

three-class two moment scheme Gregory et al. (2000), Tiedtke (1993). Clouds are assumed

to be maximum-random overlapped.

MERRA-2 is the continuation ofMERRA (Rienecker et al., 2011), which includes enhance-

ments to the meteorological assimilation, the Goddard Earth Observing System (GEOS)

model, and the representation of ice sheets (Gelaro et al., 2017). In MERRA-2, the sea ice

albedo varies seasonally based on �ux tower observations from the Surface Heat Budget of
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the Arctic Ocean (SHEBA) �eld campaign (Duynkerke and de Roode, 2001). Monthly val-

ues are calculated from SHEBA and interpolated to instantaneous values. Sea ice concen-

tration is prescribed from various ocean datasets (Bosilovich, 2015). Glaciated surfaces (e.g.

Greenland) have dynamic energy and hydrologic properties that allow snow densi�cation,

meltwater runo�, percolation, and refreezing to be represented. The glacial model used

includes updates to the NASA Catchment land surface model for snow cover, which has

a prognostic surface albedo variable. MERRA-2 also includes a prognostic cloud scheme

from Bacmeister et al. (2006) and assumes cloud are maximum-random overlapped.

NCEP R2 is an updated version of NCEP (Kalnay et al., 1996) correcting known errors, in-

cluding sea ice and snow cover representation. These now follow the sea ice speci�cations

of AMP-II (Kanamitsu et al., 2002). Snow cover is interpolated from the NSIDC weekly

EASE-grid product to daily values, and the model is forced to match observations. For per-

manent snow, the albedo is set to 0.75 for latitudes above 70o and 0.6 for lower latitudeswith

a snow depth of at least 1 cm. NCEP R2 also updated several parametrizations of physical

processes, including the radiative transfer model. However, NCEP R2 does not have clear-

sky radiative �uxes available, which limits the analysis of radiative cloud e�ects. NCEP R2

uses a diagnostic cloud scheme with a parameterized relative humidity-cloud cover rela-

tionship and assumes random overlap.

Finally, ASR is a high-resolution regional reanalyses for the Arctic using an optimized ver-

sion of the Polar Weather Research and Forecast (PWRF) model with ERA-Interim data
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for initial and lateral boundary conditions (Bromwich et al., 2010, 2018). We compare ver-

sions 1 and 2 in this study. ASR employs the Noah Land Surface Model (LSM) with sev-

eral improvements, including fractional sea ice within each grid cell and speci�ed sea ice

characteristics (e.g. thickness, snow cover over sea ice, albedo). Sea ice fractions are pre-

scribed from daily NSIDC SSMI/I microwave radiometer measurements for the Polar WRF

model. These prescribed values include �rst-order seasonal variations for the Arctic Ocean

that depend on latitude and time of year. A seasonal cycle is used for the sea ice albedo

which varies annually based on melt/freeze dates from satellite observations. Snow cover

and snow albedo are assimilated from the National Environmental Satellite, Data, and In-

formation Service (NESDIS) observations and vary seasonally, again, to represent melting

and freezing. ASRv1 uses the PWRF single-moment �ve-class microphysics scheme, and

ASRv2 uses the PWRF two-momentMorrison scheme. 2D total cloud fraction is not readily

available in either version.

2.2.2 Surface Partitioning

The goal of this work is to quantify the extent to which cloud covermodulates how the TOA

albedo responds to changing sea ice and snow cover. This requires de�nitions of the Arctic

and the areas covered by ice and snow. In this study, theArctic is de�ned based on themean

2-m air temperature from the Atmospheric Infrared Sounder (AIRS) on the Aqua satellite

for 2002-2015. 2.52.5rid cells in the NHwith an annual mean temperature at or below 0 are

considered part of the Arctic, as shown in Fig. 2.2a. De�ning the Arctic with this method

removes most of the warm waters from the Atlantic Ocean that remain ice free throughout
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the year and behave di�erently than themajority of theArctic (Morrison et al., 2018). There

are various de�nitions of the Arctic, including area north of the Arctic circle (66.5), other

latitudes at or above 60, the Arctic tree line, or the 10 July isotherm (Serreze and Barry,

2014, Smithson et al., 2013). Our de�nition of the Arctic bears resemblance to the latter

two de�nitions. Using this Arctic de�nition, grid cells considered ocean (de�ned as having

a land fraction less than 0.5) are further divided into three categories based on the SIC: all

sea ice for SIC > 0.85, no sea ice for SIC ≤ 0.15, and some sea ice for values between these

limits. The same conditions are used to characterize land grid cells based on SCF. Note that

no further delineation between di�erent types of sea ice or snow covered surfaces is made

here (e.g. snow covered ice or surface melt ponds). While the albedos of these surfaces can

vary signi�cantly, the objective of this study is to document the aggregate impacts of these

surfaces on albedos. The mean annual cycle of these surface partitions over 2002-2012 are

shown in Fig. 2.2b. Sea ice has the expected minimum in September and maximum in

March with at least a small area of open water present throughout the year. Snow cover

leads sea ice by one to two months, reaching a minimum in July and August. The area

covered by some or all snow is fairly constant the rest of the year, and bare land is only

present May-October. This partitioning will be used to isolate the contributions of ice- and

snow-covered surfaces to the TOA albedo, determine the roles clouds play in modulating

these e�ects, and assess how well reanalyses capture these relationships.

To set the stage for determining responses to surface cover variations, Fig. 2.3 decomposes

the annualmeanArctic radiative energy budget fromCERES observations into each surface

type for the period 2002-2012. Both diagrams showmarked di�erences in surface upwelling
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Figure 2.2: (a) Area in the Northern Hemisphere where 2002-2015 average 2-m air tem-
perature from AIRS is less than or equal to 0. NCEP land fraction is used to de�ne land
(≤0.5) and ocean (>0.5). This de�nition of the Arctic removes oceans north of the Atlantic
that are continually ice free and behave di�erently than the rest of the Arctic. In this def-
inition of the Arctic, 45% of area is ocean and 55% is land. (b) Fractional area of surface
partitions averaged over 2002-2012 from NSIDC. All ice is de�ned as ocean grid cells with
sea ice concentration (SIC) >0.85, no ice refers to grid cells with ≤0.15 SIC, and all other
grid cells are considered as having some ice. The same partitions are applied to land grid

cells using snow cover fraction.

SW �uxes between surface types. In the all-sky energy budget (Fig. 2.3b), the di�erence in

upwelling SW over open ocean and over ice covered ocean is 40 Wm−2, and the di�erence

between bare land and snow covered land is 79 Wm−2. Similar di�erences are observed in

clear skies (Fig. 2.3a) where the sea ice increases the upwelling SW relative to open water

by 44 Wm−2 while snow cover increases upwelling SW by 74 Wm−2 relative to bare land.

But the TOA energy budget tells a di�erent story. Figure 2.3b suggests that the e�ects of

surface cover onTOA�uxes aremuted in the presence of clouds. The di�erence in outgoing

SW between open water and ice-covered ocean is only 5 Wm−2, in Fig. 2.3b as opposed to

34 Wm−2 in Fig. 2.3a. Likewise, the di�erence between bare and snow-covered land is

reduced from 72 Wm−2 in clear-skies to 35 Wm−2 when cloudy skies are included. Clearly

clouds play an important role in modulating SW radiation in the Arctic.
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Figure 2.3: The Arctic radiative energy budget (CERES-EBAF) for (a) clear-sky and (b)
all-sky conditions. Area averaged values over the domain presented in Fig. 2.2a from 2002-
2012 are given in black. Fluxes are further partitioned by surface cover as follows: all sea
ice (purple), some sea ice (red), no sea ice (blue), all snow (teal), some snow (gray), no snow

(green).
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2.2.3 Albedo Partitioning

To quantify the e�ects of clouds in modulating surface cover on TOA albedo, we partition

the TOA albedo into surface and atmospheric components using the method of Donohoe

and Battisti (2011). The reader is referred to that study for a detailed derivation. In this

framework, each grid cell is considered as having a single atmospheric layer over an under-

lying re�ective surface. Themodel accounts for three SW radiation processes: atmospheric

absorption, atmospheric re�ection, and surface re�ection. All three processes are assumed

isotropic. Surface and TOA albedos, �, can each be calculated by applying

� = SW↑

SW↓ , (2.3)

at the appropriate boundary, where SW↑ and SW↓ are upwelling and downwelling SW,

respectively. The TOA albedo is then partitioned into two contributions, one from the at-

mosphere and one from the surface. The atmospheric contribution, �TOA,ATM, is equal to

the direct re�ectance, R, of SW radiation by the atmosphere,

�TOA,ATM =
SW↓

SFC × SW
↑
SFC − SW↓

TOA × SW
↑
TOA

(SW↑
SFC)2 − (SW↓

TOA)2
= R. (2.4)

The surface contribution to the TOA albedo, �TOA,SFC, encompasses the amount of SW radi-

ation that is re�ected by the surface and passes through the atmosphere, eventually exiting

at the TOA, including the e�ects of multiple re�ections between the atmosphere and sur-

face
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�TOA,SFC = �SFC
(1 − R − A)2

1 − R × �SFC
, (2.5)

where A is the atmospheric absorption

A =
SW↓

TOA − SW↑
TOA − SW↓

SFC + SW↑
SFC

SW↑
SFC + SW↓

TOA

. (2.6)

Together, the atmospheric and surface contributions sum to the TOA albedo as calculated

by Eq. 2.3. Partitioning the TOA albedo in this way allows the impacts of changing surface

conditions and atmospheric constituents on the planetary albedo to be separated.

To further isolate the e�ects of clouds on this partitioning, we can take the di�erence be-

tween each contribution to the TOA albedo for all-sky and clear-sky conditions. Multiply-

ing this di�erence by the solar insolation at the TOA converts it into �ux units. Mathemat-

ically, the di�erence between all- and clear-sky TOA albedos multiplied by incoming SW is

equivalent to the SW cloud radiative e�ect (CRE) (with the opposite sign):

(�TOA,all − �TOA,clr) × SW↓
TOA = (

SW↑
all

SW↓
TOA

−
SW↑

clr

SW↓
TOA

) × SW↓
TOA

= SW↑
all − SW↑

clr = −CRESW,TOA,

(2.7)

remembering that �TOA = �TOA,ATM + �TOA,SFC. Thus, the partitioning of TOA albedo into

its two contributions, in all- and clear-sky conditions, is directly related to SW CRE, but
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the method also allows direct evaluation of the impact of surface conditions on TOA radi-

ation. The di�erence in atmospheric contributions represents the amount of re�ected SW

radiation due to clouds at the TOA, and the di�erence in surface contributions represents

the amount of SW �ux that would have been re�ected by the surface under clear-sky con-

ditions (Stephens et al., 2015). We apply this framework to investigate the dependence of

each of the aforementioned quantities on sea ice and snow cover.

2.3 Howdoesplanetary albedo respond to surface cover?

2.3.1 E�ects of surface cover on TOA albedo

The surface and planetary albedos exhibit distinct annual cycles that depend on surface

type. Mean monthly albedos over the Arctic domain for 2002-2012 calculated from CERES

all-sky �uxes are shown in Fig. 2.4 for each surface condition. The Arctic-mean surface

albedo reaches a peak of 0.68 in March when snow and sea ice cover are both at their max-

ima. Surface albedo decreases with snow/ice cover throughout the summer reaching a

minimum of 0.23 in August, approximately one third of the spring maximum. Spatially,

(Fig. 2.5) the exposed land and open ocean have much lower albedos once sea ice and

snow melt. Evidence of surface melt is seen in the central Arctic ocean beginning in June

where observed surface albedo decreases despite the high SIC. Land areas with high SCF

through the summer, e.g. the Greenland ice sheet (GIS), maintain high surface albedos,

>0.8, throughout the year due to their perpetually glaciated surfaces. They are the bright-

est surfaces from June to October.
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Figure 2.4: Annual cycles of (a) top of atmosphere (TOA) albedo, (b) surface albedo, (c)
atmospheric contribution to TOA albedo, and (b) surface contribution to TOA albedo aver-
aged over the Arctic (solid black) and surface partitions (colored lines) for 2002-2012 from

CERES.

The TOA albedo has a markedly di�erent annual cycle than that of the surface. In Fig. 2.4,

the TOA albedo peaks in February and is at a minimum in July, leading the surface albedo

by a month. Furthermore, the amplitude of the annual cycle is dramatically reduced: the

February (0.63) and December (0.61) maxima are less than the maximum surface albedo,

and only 50% larger than the July minimum (0.41), which is almost twice as large as the

minimum surface albedo. The TOA albedo also varies less spatially across the Arctic than

the surface albedo, seen in Fig. 2.5. While the enhanced re�ection from the GIS and the
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Figure 2.5: Average monthly maps of snow cover and sea ice fractions from NSIDC and
albedos and TOA albedo contributions calculated from CERES all-sky �uxes. Months are
averaged over 2002-2012. Only March through September are shown as they account for

approximately 95% of annual solar insolation in the Arctic.

sea ice extent in the central Arctic ocean are visible at the TOA, these signals are less pro-

nounced and the strong contrasts between open ocean and sea ice seen at the surface are

muted at the TOA.

These �ndings are consistent with previous work that has shown that the TOA albedo is

dominated by the atmospheric contribution (i.e. clouds) that masks the surface albedo

(Donohoe and Battisti, 2011, Qu and Hall, 2005). Figure 2.4 demonstrates that, without

exception, the atmospheric contribution to the TOA albedo is consistently larger than that
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of the surface, even over the brightest surfaces (e.g. GIS) throughout the year. The atmo-

spheric contribution therefore dominates the seasonal cycle of TOA albedo, rising to 0.58

in winter and falling to 0.35 in July, accounting for an average 84% of the TOA albedo. As

with the TOA albedo, the atmospheric contribution is alsomuch less varied spatially across

the Arctic than the surface albedo (Fig. 2.5), although there is still contrast between land

and ocean in early spring.

Although the surface contribution to the TOA albedo is proportional to the surface albedo,

its average annual behavior is quite di�erent. The spring peak has a maximum of 0.21 in

April when surface ice and snow cover are high and cloud cover is relatively low (Curry

et al., 1996, Sedlar, 2018), contributing 35% of the TOA albedo. By June the surface con-

tribution decreases to 0.1, about 10% of the TOA albedo, when snow on land has largely

receded, and remains low for the remainder of the year. These surface contributions are

2-3 times smaller than the actual surface albedo. As the surface albedo decreases, clouds

play an increasingly dominant role in de�ning the TOA albedo since the surface re�ects

less SW radiation. The one exception to this trend is the GIS where the surface contribu-

tion increases to 0.28 in summer relative to spring and fall. This is likely a result of the fact

that as wetter snow at mid-latitudes recedes, snow cover in the summer is dominated by

the high-altitude, brighter snow on the GIS.

Figures 2.4 and 2.5 both clearly indicate that the large di�erences in surface albedo between

the di�erent surface partitions are muted at the TOA. The surface albedos for fully ice- and

snow-covered surfaces are roughly 3-5 times greater than ice- and snow-less surfaces in all
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months when these surfaces are present (as seen in Fig. 2.2b, on average, land without

snow is only present April through September). Conversely, the TOA albedo over snow-

and ice-covered surfaces are at most 1.7 times larger than their bare counterparts. The

di�erences in surface albedo are being masked by clouds.

The contributions to TOA albedo also have notably di�erent behaviors across the di�erent

surfaces. The surface contribution to the TOA albedo shows similar patterns to the surface

albedo across surface types: uncovered ocean and land are low throughout the year; par-

tially covered ocean and land follow the Arctic-wide average; and fully snow covered land

is larger than all other surfaces through the summer. Although the surface contribution

has small absolute di�erences relative to other albedos, the maximum di�erence between

surface contributions is a factor of 13 greater between snow-covered land (0.27) and open

ocean (0.02) in the summer. In contrast to the surface contribution, the atmospheric con-

tribution behaves similarly for all surface types throughout the year. The maximum dif-

ference between atmospheric contributions is only a factor 1.33 between 0.3 (land with no

snow) and 0.4 (ice-covered ocean) during the summer, a fractional di�erence ten times less

than the surface contribution. This shows that the atmospheric contribution has reduced

dependence on the underlying surface.

Comparing Figs. 2.4 and 2.5, the relative roles of the atmosphere and surface contributions

to the TOA albedo variability can be summarized as follows: the annual cycle of Arctic-

wide average TOA albedo is dominated by the annual cycle of the atmospheric contribution

while the surface contribution is responsible for variations in the spatial pattern of TOA
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Figure 2.6: Cloud impacts on atmospheric and surface contributions to the TOA albedo
are calculated using CERES all-sky and clear-sky �uxes. The clear-sky value is subtracted
from the all-sky value and multiplied by the solar insolation at the TOA. These values cor-
respond to SW radiation directly re�ected by clouds (atmospheric contribution) (a) and the
amount of SW that would have been re�ected if clouds were not present (surface contri-
bution) (b). Their annual cycles are plotted for Arctic-wide averages (solid black line) and

various surface partitions (colored lines) for 2002-2012.

albedo between surface types. This is clear since the TOA albedo over most surfaces, with

the exception of snow-covered land surfaces, exhibit similar annual cycles as the Arctic-

mean (and the atmospheric contribution). Snow-covered land has a larger TOA albedo

during summer when the Arctic overall sees a decrease; however, the peak at the TOA

(0.61) is still damped compared to at the surface (0.78).

2.3.2 CloudModulation of Ice-Albedo Relationships

To cast these atmospheric e�ects into energetic units, the di�erence between all-sky and

clear-sky contributions is multiplied by TOA solar insolation, giving the cloud impacts on

surface and atmospheric contributions to TOA albedo. Recall that the di�erence between

all- and clear-sky atmospheric contributions represents the amount of re�ected SW radia-

tion owing to clouds, and the di�erence for surface contributions shows the amount of SW
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radiation that would have been re�ected at the surface if clouds were not present. When

summed together these cloud e�ect contributions have the same magnitude as the TOA

SW CRE, which is opposite in sign to TOA LW CRE and larger April through September.

The atmospheric contribution cloud e�ect (Fig. 2.6c) follows the cycle of solar insolation

with near zero re�ection in winter and a June maximum of 100 Wm−2 for the Arctic-wide

average. The di�erent surface types follow the same pattern as the Arctic average, but sur-

face cover clearly exerts a strong in�uence on the magnitude of re�ected SW due to clouds.

During months with signi�cant solar insolation, clouds exert a much stronger in�uence

over less re�ective surfaces. For example, clouds re�ect nearly twice as much SW radiation

over open ocean in June (115 Wm−2) than over land with all snow (62 Wm−2). It is this

compensating cloud e�ect that explains how the atmospheric contribution dominates the

TOA albedo while itself having negligible dependence on surface cover.

This result is illustrated more directly by the surface contribution cloud e�ect in Fig. 2.6b.

In general, clouds reduce the surface contribution to TOA albedo because they block ra-

diation re�ected at the surface from reaching the TOA, but this e�ect is much more pro-

nounced over brighter surfaces that re�ect more SW radiation in the absence of clouds.

The overall magnitude of this cloud masking e�ect is 5-6 times larger over ice and snow

covered surfaces than open water or bare land. Collectively these analyses quantify two

important e�ects: the extent to which surface conditions modulate clouds e�ects on the

planet’s albedo and themasking in�uence of clouds on the e�ect of surface albedo changes

on SW absorption.
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Figure 2.7: Arctic-wide averages of (a) top of atmosphere (TOA) albedo, (b) surface albedo,
(b) atmospheric contribution to TOA albedo, and (c) surface contribution to TOA albedo
plotted against the average sea ice concentration for individualmonths (March-September)
during 2002-2012. Albedos and TOA albedo contributions are calculated from CERES all-
sky �uxes. Lines of best �t are calculated using a linear least-squares regression, the slopes

of which are given in Table 2.3.

While di�erent surfaces have a strong in�uence on surface albedo, clouds signi�cantly re-

duce the magnitude of these variations across the seasonal cycle. From a climate perspec-

tive, this leads us to ask: to what extent do clouds further modulate the ice-albedo feedback

on longer timescales? While the length of the data record examined here is too short to ex-

amine trends, the large variations in SIC (Fig. 2.1) over the period examined allow the

impacts of clouds on year-to-year surface cover variations to be quanti�ed.
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In pursuit of answering this question, we examine the response of monthly mean Arc-

tic albedos and the TOA albedo contributions to average SIC and SCF for March through

September in Figs. 2.7 and 2.8. In eachmonth, the surface albedo and the surface contribu-

tion both exhibit strong positive relationships with SIC as expected (Fig. 2.7). Both surface

albedo and TOA albedo decrease from March through July. From July to August the TOA

albedo increases due to the increased atmospheric contribution during these months, as

opposed to the surface albedo which is reduced further as sea ice approaches its Septem-

ber minimum. The atmospheric contribution has a parabolic shape that depends less on

surface cover and more on clouds.

In addition to these larger patterns between albedos and SIC, there are also trends within

individualmonths owing to inter-annual variations in SIC. Linear �ts for eachmonth reveal

that the sensitivity of surface albedo to SIC is quite constant (∼0.3) July through Septem-

ber (Table 2.3). TOA albedos and average SIC have less spread and no consistent trends

in early spring (March-May). Beginning in June, surface albedo increases linearly with

SIC. The surface contribution also increases with SIC but exhibits smaller trends due to the

cloudmasking e�ects described above. Further evidence of these e�ects are observed in the

much weaker variation of monthly mean TOA albedo with SIC. The atmospheric contri-

bution is fairly constant after July. This indicates that clouds are not particularly sensitive

to changes in surface cover, consistent with the �ndings of Kay et al. (2016) who note that

cloud feedbacks may be limited to fall in the Arctic.

The relationships between albedos and SCF, Fig. 2.8, are largely determined by the cycle
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Table 2.3: Sensitivities of TOA and surface albedos and albedo contributions to variations
sea ice concentration (SIC) for March through September. Slopes [∆ albedo]/[∆ SIC], are
found using linear least-squares regression in a given month, shown in Fig. 2.7. R2 values

are given in parentheses. Statistically signi�cant relationships (p<0.05) are bold.

Month SFC Albedo TOA Albedo Atm Contr to TOA Albedo Sfc Contr to TOA Albedo
Mar 0.72 (0.68) 0.23 (0.15) 0.32 (0.12) -0.10 (0.04)
Apr 0.49 (0.23) -0.01 (0.00) -0.25 (0.08) 0.24 (0.06)
May 0.01 (0.00) -0.09 (0.01) -0.01 (0.00) -0.08 (0.03)
Jun 0.57 (0.67) 0.25 (0.48) 0.19 (0.38) 0.06 (0.09)
Jul 0.29 (0.88) 0.13 (0.39) 0.10 (0.23) 0.03 (0.28)
Aug 0.27 (0.88) 0.06 (0.18) 0.03 (0.04) 0.03 (0.41)
Sep 0.31 (0.88) 0.11 (0.52) 0.09 (0.36) 0.02 (0.52)

of snow cover. The largest interannual variations in SCF occur in the melt season (May

and June) and accumulation season (September). In May and June the surface albedo de-

creases as the snow melts, with sensitivities of 0.26 and 0.20, respectively (Table 2.4). To a

lesser extent, variations in the timing of snow cover accumulation in September lead to a

similar relationship between surface albedo and SCF (0.37) but over a smaller range of SCF.

Surface albedos in early spring and late summer have no signi�cant relationship with SCF

because there is either widespread snow cover or widespread bare land, as seen in Fig. 2.5.

The TOA albedo and its contributions follow this same pattern to varying degrees. TOA

albedo has an overall linear relationship with SCF for March-September, but when focus-

ing on individual months, May and June are again the months with statistically signi�cant

sensitivities, approximately half (0.14 and 0.10) those of the surface albedo. As with SIC,

the surface contribution and surface albedo have similar patterns, but the surface contri-

bution is roughly �ve to ten times smaller. The sensitivity of the atmospheric contribution

is relatively large during May and June (0.12 and 0.07) but there is notable spread. While

the TOA albedo is slightly more sensitive to SCF (0.16) than SIC (0.14) in May, by June SIC
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Figure 2.8: Same as Fig. 2.7 but with snow cover fraction.

Table 2.4: Same as Table 2.3 but using snow cover fraction instead of sea ice concentration.

Month SFC Albedo TOA Albedo Atm Contr to TOA Albedo Sfc Contr to TOA Albedo
Mar -7.33 (0.18) -4.72 (0.17) -7.82 (0.17) 3.10 (0.10)
Apr -0.26 (0.19) 0.16 (0.27) 0.07 (0.02) 0.09 (0.03)
May 0.26 (0.72) 0.14 (0.55) 0.12 (0.43) 0.02 (0.03)
Jun 0.20 (0.51) 0.10 (0.45) 0.07 (0.37) 0.02 (0.08)
Jul 0.87 (0.55) 0.38 (0.23) 0.33 (0.18) 0.05 (0.05)
Aug 2.24 (0.24) 0.62 (0.08) 0.48 (0.05) 0.14 (0.04)
Sep 0.37 (0.26) 0.19 (0.30) 0.15 (0.22) 0.04 (0.19)

(0.25) has a stronger in�uence than SCF (0.10) at the TOA.
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2.3.3 Representation in Reanalyses

Clearly clouds exert a signi�cant in�uence on how strongly the e�ects of surface cover

change in�uence the Arctic radiation balance. Reanalyses are also frequently used to study

climate variations in this region of few observations. Given their pervasiveness in studying

the Arctic regional processes and driving models (Box et al., 2004, Zhang and Rothrock,

2003), it is imperative to assess howwell reanalyses capture the observedmodulating e�ects

of clouds.

It is therefore important to ask how well reanalyses represent these cloud e�ects in the

Arctic. The �ve reanalyses considered generally capture the shape of the annual albedo

cycles but not necessarily their amplitudes. Given that a 0.05 di�erence in June albedo cor-

responds to 25Wm−2 di�erence in summer, biases of this magnitude are su�cient to exert

a signi�cant in�uence on surface processes, as noted by Cao et al. (2016). Winter months

account for less than 5% of incoming SW radiation and have large errors in observations

(Fig. 2.9), so large biases during these months are less concerning than the rest of the year.

In line with that fact, the largest di�erences in surface albedo occur in the winter, with

over-estimations on the order of 0.10-0.20 but within the uncertainty of observations. The

reanalyses perform better during the rest of the year, with surface albedo biases ranging

from 0.01 (MERRA-2) to 0.1 (NCEP R2).

The spread in TOA albedo in the reanalyses is large in summer months owing primarily
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Figure 2.9: Average monthly albedos and TOA albedo contributions for CERES and re-
analyses averaged over the Arctic for 2002-2012. Error in observational albedos and contri-

butions (shown in grey) is propagated from uncertainties in CERES �uxes.

to the underestimation by ASR. ASRv2 moderately improves relative to ASRv1 but still un-

derestimates TOA albedo by up to 0.08 ( 40 Wm−2) in the summer peak. The performance

of the other reanalyses vary more by season. For example, ERA-Interim predicts a smaller

annual cycle in TOA albedo than CERES, as well as surface albedo, while the minimum in

NCEP R2 lags observations by a month.

Figure 2.9 demonstrates that the discrepancies in TOA albedo largely result from di�er-

ences in the atmospheric contribution. The annual cycles of biases between reanalyses

and observations map closely onto those in TOA albedo. ASRv1, ASRv2, and NCEP R2
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underestimate the atmospheric contribution to TOA albedo for all months, while MERRA-

2 and ERA-Interim overestimate it for all but the winter months. This is not necessarily

surprising since the atmospheric contribution is dominated by clouds, which is a common

problem for reanalyses (Walsh et al., 2009).

Biases in the surface contribution to the TOA albedo are signi�cant in spring when the

spread in reanalyses approaches a factor of four. Both ASR versions and NCEP R2 repre-

sent the spring maximum in surface contribution relatively well, overestimating it by 0.05

or less. ERA-Interim and MERRA-2, on the other hand, underestimate the surface con-

tribution to TOA albedo throughout the year with biases on the order of 0.1 (50%) during

the spring maximum. This di�erence is enough to completely o�set a positive bias in the

atmospheric contribution in MERRA-2, arti�cially leading to a good agreement with ob-

served TOA albedo that masks substantial biases in the partitioning of energy between the

atmosphere and surface. In ERA-Interim, the large bias in springtime surface re�ection

leads to a substantial over-estimation of SW absorption in the spring (March-May).

Figure 2.10 presents albedos and contributions averaged over March-September for each

surface condition. With the exception of NCEP R2, which overestimates the albedo of all

ocean surfaces, the reanalyses capture surface albedos for the surface partitions. Poten-

tially more serious, however, are the biases in ERA-Interim over land with and without

snow. ERA-Interim predicts an average surface albedo over land without snow (0.31) that

is over twice that seen in observations (0.14). ERA-Interim also underestimates the sur-

face albedo of snow-covered land (0.62 versus 0.71 in observations), which leads to a much
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Figure 2.10: Comparison of albedos and TOA albedo contributions between CERES and
reanalyses partitioned by surface cover. Albedos and TOA albedo contributions are aver-
aged over March-September, as these are the months that account for 95% of solar insola-
tion in the Arctic. Error for observational albedo is propagated using CERES �ux uncer-

tainties.

lower contrast between land with and without snow (0.31) compared with observations

(0.57). This suggests that the e�ects of snow cover changes may be signi�cantly under-

estimated in ERA-Interim. In general the other reanalyses represent variations in TOA

albedo with surface conditions fairly well. The contributions to TOA albedo, however,

are more widely spread relative to observations and each other. Both versions of ASR and

NCEP R2 have positively biased surface contributions and negatively biased atmospheric
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Figure 2.11: Cloud impacts on atmospheric and surface contributions to TOA albedo.
These values correspond to the amount of re�ected SW due to clouds and the amount of
SW that would have been re�ected if clouds were not present. Top: annual cycles averaged
over the Arctic for 2002-2012. Bottom: albedos and TOA albedo contributions are averaged

over March-September from 2002-2012 for di�erent surface partitions.

contributions (≤0.1), compared to observations, that tend to cancel in the TOA albedo. In-

versely, ERA-Interim andMERRA-2 have positive biases in atmospheric contributions that

are compensated by negative biases in their surface contributions acrossmost surface types.

Thus the apparent agreement in Fig. 2.10a derives from a fortuitous cancellation of atmo-

spheric and surface biases that have signi�cant implications for how energy is partitioned

between the atmosphere and surface in the reanalyses.
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The observations suggest that clouds play an important role in moderating sea ice/snow

cover albedo e�ects. In order to accurately predict surface warming and melt rates asso-

ciated with climate responses, reanalyses must also capture these relationships between

albedos and clouds. The biases in Figs. 2.11c and d can be traced to errors in these relation-

ships. While the three reanalyses with available clear-sky �uxes capture the annual cycle

of cloud TOA albedo contributions in Figs. 2.11a and 2.11b, they all vary in magnitude for

the summer maximum, with a range of ± 20 Wm−2 for the atmospheric contribution and

±15 Wm−2 for the surface contribution. The maxima and minima often lag observations

by a month as well. This bias is also re�ected at the TOA but is partially compensated by

an enhanced atmospheric contribution.

Whenpartitioned by surface type (Figs. 2.11c and 2.11d), the three reanalyses exhibitmixed

behaviors. MERRA-2 and both versions of ASR capture the cloud e�ects on atmospheric

and surface TOA albedo contributions. ERA-Interim shows the opposite trend - the at-

mospheric contribution cloud e�ect is larger over sea ice than open water and there is no

clear dependency of it on snow cover. All three reanalyses show that the surface contri-

bution cloud e�ect increases with surface brightness, although ERA-Interim overestimates

the change between high and low albedo surfaces by nearly a factor of two over oceans (45

Wm−2 versus 23 Wm−2 from CERES).

Some of the biases in reanalyses albedos can be attributed to their representations of clouds.

Average cloud fraction over the Arctic up to 82 is compared between CloudSat/CALIPSO
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Figure 2.12: Total cloud fraction averaged over the Arctic up to 82 for 2007-2010.

and reanalyses, Fig. 2.12. ERA-Interim matches observations fairly well May through Oc-

tober and overestimates the amount of clouds November through April. MERRA-2 is also

near observations in summer and fall, although it underestimates cloud fraction during

March-October and again overestimates cloud amount inwinter. NCEPR2 underestimates

cloud fraction for the entire year by 0.2-0.3. While none of these reanalyses directly assimi-

late cloud observations, the prognostic schemes used by ERA-Interim andMERRA-2 seem

to perform better than the diagnostic cloud scheme from NCEP R2. The reader is directed

to Liu and Key (2016), Wesslén et al. (2014), and Chernokulsky and Mokhov (2012) for

more detailed investigation of cloud representation in reanalyses.

The reanalyses capture broad relationships between surface cover and albedos but strug-

gle to accurately represent the relative magnitudes between di�erent surfaces and TOA

albedo contributions. To test the implications of these di�erences on the representation of

interannual variability in the Arctic, the sensitivities of albedos and contributions to SIC in

reanalyses and observations for June and September are presented in Fig. 2.13 and Table
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Figure 2.13: Sensitivity of (a) TOA albedo, (b) surface albedo, (c) atmospheric contribu-
tion, and (d) surface contribution to sea ice concentration in reanalyses and observations

for two months: June (circles) and September (triangles).

2.5. Surface albedo and surface contribution sensitivities to SIC are well represented by all

�ve reanalyses in September and marginally less so in June. All reanalyses show that sur-

face albedo is sensitive to SIC in June but have a range of 0.13 (ASR) to 0.85 (NCEPR2) with

observations falling in themiddle (0.57). Larger biases are present in the TOA albedo sensi-

tivity to SIC. ASRv1 and ASRv2 show essentially no in�uence of SIC on the TOA albedo in

June, contrary to observations. NCEP R2 tends to over estimate the in�uence of SIC on the

TOA albedo. Reanalyses predict sensitivities closer to observations in September, although

the MERRA-2 predicts no signi�cant in�uence of SIC and NCEP R2 again overestimates
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Table 2.5: Sensitivity of albedos and TOA albedo contributions to SIC for observations and
reanalyses in dimensionless units [∆ albedo]/[∆ SIC]. R2 values are given in parentheses.

Statistically signi�cant relationships (p<0.05) are bold.

CERES ASR ASRv2 ERA-Int MERRA-2 NCEP R2
SFC Albedo Jun 0.57 (0.67) 0.13 (0.20) 0.17 (0.32) 0.42 (0.71) 0.37 (0.93) 0.85 (0.57)

Sep 0.31 (0.88) 0.37 (0.98) 0.35 (0.97) 0.36 (0.94) 0.33 (0.94) 0.38 (0.77)
TOA Albedo Jun 0.25 (0.47) 0.01 (0.01) 0.02 (0.03) 0.12 (0.33) 0.12 (0.40) 0.34 (0.39)

Sep 0.11 (0.52) 0.14 (0.71) 0.08 (0.51) 0.08 (0.43) 0.04 (0.08) 0.18 (0.72)
Atm Contr to
TOA Albedo Jun 0.19 (0.38) -0.14 (0.57) -0.12 (0.23) -0.02 (0.01) 0.03 (0.03) 0.08 (0.04)

Sep 0.09 (0.36) 0.07 (0.28) 0.01 (0.01) 0.06 (0.22) 0.01 (0.00) 0.13 (0.70)
Sfc Contr to
TOA Albedo Jun 0.06 (0.09) 0.15 (0.70) 0.12 (0.44) 0.14 (0.76) 0.09 (0.40) 0.26 (0.30)

Sep 0.02 (0.43) 0.06 (0.72) 0.07 (0.87) 0.02 (0.28) 0.03 (0.39) 0.05 (0.57)

the in�uence.

The di�erences between observations and reanalyses at the TOAcan be found in the surface

and atmospheric contributions. In June, all of the reanalyses overestimate the in�uence

of SIC on the surface contribution. They either underestimate its in�uence on the atmo-

spheric contribution (MERRA-2, NCEP R2) or predict the opposite relationship (ASRv1,

ASRv2, ERA-Interim). These competing biases result in greatly reduced TOA albedo sensi-

tivity to sea ice, with the exception of NCEP R2 that has a much larger surface contribution

compared to observations. Most reanalyses are better aligned with observations in Septem-

ber when their biases in SIC in�uence on TOA albedo contributions are smaller.

2.4 Discussion and Conclusions

While Arctic ampli�cation is an important component of climate change, the mechanics

are not fully understood, particularly the e�ects of clouds. In this paper we have quanti�ed

how clouds modulate albedos in the Arctic. The surface albedo changes with snow and sea
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ice cover through the seasons, but the TOA albedo varies only half as much. Reanalyses do

not capture this relationship, generally predicting that SIC has less in�uence on the TOA

albedo than seen in observations. In satellite observations, the atmosphere contributes 2-3

times more to the TOA albedo than the surface throughout the year. Clouds are the main

contributor to the atmospheric contribution, increasing the atmospheric re�ectivity and

blocking SW re�ected from the surface from leaving the Earth system. The atmospheric

contribution to TOA albedo also depends less on the underlying surface, meaning that

changes to the surface cover may have less impact on it. Despite di�erences in methods,

our sensitivities are similar to the radiative e�ectiveness reported by Gorodetskaya et al.

(2006).

The reduced sensitivity of TOA albedo to surface cover is important for the ice-albedo feed-

back. Our work supports previous studies that have found reduced ice-albedo feedback

parameters due to clouds (Hwang et al., 2018, Soden et al., 2008). We have found that

clouds mask the surface albedo and damp changes in surface cover at the TOA. When the

surface albedo is sensitive to SIC changes in the summer and fall, the surface contribution

to the TOA albedo is low, leading to reduced changes at the TOA. There is nuance, though.

Clouds do not simply replace underlying snow and ice. While clouds have higher albedos

than open ocean, there is still a measurable di�erence (∼0.15) in TOA albedo between land

with and without snow cover and ocean with and without sea ice cover. Clouds may re-

duce the ice-albedo feedback, but the radiative e�ects of clouds at the TOA are unlikely to

be large enough to prevent the ice-albedo feedback from continuing and contributing to

Arctic ampli�cation.
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Since the interaction between clouds and albedos is essential to understanding and mod-

eling the evolution of the Arctic, it is important that datasets used to study the Arctic, i.e.

reanalyses, accurately portray these relationships. These results demonstrate that reanaly-

ses cannot always be taken as proxies for observational datasets, especially in regions where

limited observations are assimilated and for variables that cannot be directly measured. In

such instances,models rely heavily onunderlying parameterized physics rely uponparame-

terizations that are frequently based on lower latitudes where more abundant observations

are available. To that end, the observational benchmarks provided here are also used to

evaluatemodern reanalyses. While no single reanalysis perfectly represents these variables

for all months, most trends seen in observations are captured to some extent. The timing of

annual maximum andminimum albedos and TOA albedo contributions are fairly accurate

in reanalyses, but their magnitudes vary considerably. Reanalyses show that surface and

TOA albedos and the surface contribution to TOA albedo all increase with higher snow and

ice surface cover, to varying degrees. The reanalyses also show that the atmospheric con-

tribution to TOA albedo varies with SIC and SCF, but this is not seen in the observations.

While averaged surface and TOA albedos have relatively low biases compared to observa-

tions, the partitioning of TOA albedo contributions and surface cover vary far more. The

consequences of this are highlighted in the di�ering sensitivities of reanalyses to SICwhere

reanalyses show a spread of changes in response to SIC. These discrepancies are important

as reanalyses are frequently used to study the rapidly evolving Arctic and drive other mod-

els, and di�erences between reanalyses will a�ect the outcome depending on the chosen

reanalysis (e.g., Lindsay et al. (2014)).
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Many of the biases found in partitioning reanalyses are related to their representations

of clouds. MERRA-2 and ERA-Interim overestimate the atmospheric contribution during

summer and underestimate the surface contribution for the entire year. This is likely due

to clouds that are too bright given the reasonable cloud fractions during summer. Over-

estimating the cloud e�ect on the TOA albedo surface contribution leads to higher TOA

albedos which means too little SW absorption. This in turn reduces melt rates at the sur-

face. NCEP R2 has too few clouds from their diagnostic scheme leading to overestimated

surface contributions and underestimated atmospheric contributions for much of the year.

ASRv1, and ASRv2 likely su�er from too few clouds as well. It has been noted that the mi-

crophysics used in ASRv1 is known to under-represent liquid water in polar clouds Hines

and Bromwich (2017). Although the cloudmicrophysics was updated in ASRv2, it does not

seem to have a large impact. ASRv1 also has large radiative biases at the surface, particu-

larly SW�uxes in excess of 40Wm−2 at high latitudes. While ASRv2 improved these biases,

they still deviate from observations by approximately 20-30 Wm−2. The trade-o� with a

more complex microphysics scheme is that there are more inputs that must be �ned tuned,

meaning there are more chances to be wrong. Reanalyses with simpler cloud schemes, e.g.

ERA-Interim, have more realistic outputs, but their results may be due to better tuning and

assimilation rather than accurate representation of the physics.

This work has shown the behavior of surface and TOA albedos with changing surface cover

in the Arctic. Because the atmosphere contributes more to the TOA albedo than the sur-

face, we have found that clouds have a damping e�ect on the TOA albedo. While we have
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touched on the sensitivity of albedos and TOA albedo contributions to SIC and SCF, more

work should be done to quantify these relationships.
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Chapter 3

The in�uence of clouds on absorbed

solar radiation trends and detectability

in observations and CMIP6

©Copyright 2021 AMS*

3.1 Preface

In the previous chapterwe quanti�ed the contribution of clouds to the planetary albedo and

found that clouds dampen changes in surface albedo due to sea ice and snow cover when

viewed from space. Now we turn to the e�ect of clouds on SW absorption into the Arctic

*Sections 3.1-3.3 in this chapter are lightly modi�ed from: Sledd, Anne, and Tristan L’Ecuyer. "Uncer-
tainty in Forced and Natural Arctic Solar Absorption Variations in CMIP6 Models." Journal of Climate 34.3
(2021): 931-948. Section 3.4 is being prepared as a manuscript for submission with coauthor T. S. L’Ecuyer.

https://www.ametsoc.org/ams/index.cfm/publications/ethical-guidelines-and-ams-policies/ams-copyright-policy/?&utm_campaign=StandingWords
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climate system. The �rst piece in this chapter utilizes the growing record of satellite-based

Earth radiation budget observations and a statistical framework for assessing the time to

emergence (TTE) of forced climate trends in the Arctic. We combine these tools to estab-

lish whether the recent observational record is long enough to distinguish forced changes

in absorbed SW radiation in the Arctic from interannual variability with statistical con�-

dence and to understand how clouds impact our ability to discern such trends. We further

examine the character of Arctic absorbed SW radiation trends in modern climate models.

Speci�cally, we address the following questions: 1) how do clouds impact trends in ab-

sorbed SW radiation and their TTE? 2) how do predicted SW trends in GCMs compare to

observations? and 3) what aspects of modeled Arctic climate variability drive di�erences

in TTE relative to observations? We estimate the TTE of absorbed SW radiation trends

from satellite observations and GCMs from phase six of the Coupled Model Intercompar-

ison Project (CMIP6) over the 21st century. A mathematical understanding of the factors

that in�uence SW trend detection is presented and then related to the physical changes

occurring in today’s Arctic.

The second piece of this chapter focuses exclusively on satellite observations from the last

two decades. This recent time period coincides with a drastic reduction of perennial sea ice

and emergence of a fundamentally di�erent Arctic climate, the "NewArctic". In the second

section we calculate spatial SW absorption trends spatially over the Arctic and quantify re-

gional di�erences for land, ocean, and individual regions as seen from space. We explicitly

determine the impact of clouds over these partitions by comparing absorbed SW radiation

trends from all-sky and clear-sky �uxes. By analyzing the signi�cance of these trends and
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their variability, we quantify the expected record length needed to observe statistically sig-

ni�cant trends and how those values are impacted by clouds. Taken together we use this

work to highlight how dramatic changes in the "New Arctic" are.

3.2 Data

3.2.1 Observations

Both observational datasets used in this study are extracted from the Arctic Observations

and Reanalysis Integrated System (ArORIS), a collection of datasets created to support Arc-

tic climate research (Christensen et al., 2016). All datasets in ArORIS are re-gridded to a

uniform 2.52.5rid and averaged to monthly timescales.

We use radiative �uxes from the the Clouds and Earth’s Radiant Energy SystemEnergy Bal-

ance and Filled (CERES-EBAF) edition 4.1 on board the Terra and Aqua NASA satellites.

TOA �uxes in the CERES-EBAF dataset are adjusted within their ranges of uncertainty to

be consistent with the global heating rate from in situ ocean observations (Kato et al., 2018,

Loeb et al., 2018). We use all-sky �uxes at the TOA and total-region clear-sky �uxes at the

surface. Previously, clear-sky �uxes fromCERES only represented �uxes in areas that were

free of clouds at the time of observation. Total-region clear-sky �uxes are intended to facil-

itate direct comparisons with models that typically determine clear-sky �uxes over a grid

box by ignoring clouds in the atmospheric column in the radiative transfer calculation. To

that end, CERES total-region clear-sky �uxes include an adjustment factor given by the

di�erence of calculating clear-sky �uxes for cloud-free regions and calculating them with
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a radiative transfer model while ignoring clouds in the atmospheric column (Loeb et al.,

2020). Uncertainty for net SW �ux at the TOA under all-sky conditions is 2.5 Wm−2 (Loeb

et al., 2018). At the surface under clear-sky conditions in the Arctic, uncertainty in SW

�uxes are 14 and 16 Wm−2 for downwelling and upwelling radiation, respectively (Kato

et al., 2018).

Sea ice concentrations (SIC) and extent are derived from the National Snow and Ice Data

Center (NSIDC) Equal-Area Scalable Earth grid (EASE)weekly product (Brodzik andArm-

strong, 2013). Their long-term record of SIC dating back to 1978 is estimated using bright-

ness temperature from theNimbus-7 ScanningMultichannelMicrowaveRadiometer (SMMR),

theDefenseMeteorological Satellite Program (DMSP) -F8, -F11 and -F13 Special SensorMi-

crowave/Imagers (SSM/Is), and the DMSP-F17 Special Sensor Microwave Imager/Sounder

(SSMIS). We use SIC to calculate sea ice area (SIA) by multiplying the SIC in each grid box

by its area and summing over the Arctic, de�ned as the area north of the Arctic circle (66.5).

Figure 3.1 shows deseasonalized anomalies of monthly Northern Hemisphere sea ice ex-

tent, surface albedo and planetary albedo calculated using clear-sky and all-sky SW �uxes,

respectively, from the CERES over the area above of 60 from 2001 to 2017. even over this

relatively short time period there are signi�cant negative trends in sea ice extent and sur-

face albedo anomalies. The time series of surface albedo anomalies closely follows that

of sea ice extent, as is expected given the high albedo of sea ice and its marked transition

to low albedo ocean. On the other hand, anomalies in the planetary albedo derived from

TOA �uxes are, to some degree, decoupled from sea ice extent. For example, September
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Figure 3.1: Monthly deseasonalized anomalies for Arctic surface (SFC) and top of atmo-
sphere (TOA) albedos andNorthernHemisphere (NH) sea ice extent (SIE) from 2001-2017.
Albedos are calculated using �uxes from CERES-EBAF Ed 4.1 and SIE estimates are from
the NSIDC. Dashed vertical lines mark September 2007 and 2012, the lowest SIE on record.
The surface albedo anomalies closely track the SIE anomalies and both exhibit clear neg-
ative trends over this time period. TOA albedo anomalies, on the other hand, are often

decoupled from the surface and the trend is much more di�cult to discern.

2012 had the lowest sea ice extent recorded during the satellite era, and the reduced sea

ice in turn clearly lowered the surface albedo. Viewed from space, however, the September

2012 decline in TOA albedo was less than half that at the surface. This decoupling is largely

due to clouds in the intervening atmosphere that are observed to modulate the in�uence of

surface albedo on the TOA albedo by as much as a factor of two (Sledd and L’Ecuyer, 2019).

3.2.2 CMIP6

To investigate the changes in SW absorption beyond our observational record in Chapter 5,

we analyze the output of 18 models participating in CMIP6 (Eyring et al., 2016), listed in

Table 3.1. We use the historical forcing run, that covers the years from1850 to 2014, and two

shared societal pathways (SSPs) from the ScenarioMIP deck. We compare SSP2 ("middle

of the road" scenarios with moderate population and economic growth) with an end of
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Table 3.1: Models included from phase six of the CoupledModel Intercomparison Project.

Model Modeling Center ATM Grid (lon/lat) OCN Grid (lon/lat)
ACCESS-CM2 Commonwealth Scienti�c and Industrial Research Organisation 192 x 144 360 x 300

ACCESS-ESM1-5 Commonwealth Scienti�c and Industrial Research Organisation 192 x 145 360 x 300
BCC-CSM2-MR Beijing Climate Center 320 x 160 360 x 232

CESM2 National Center for Atmospheric Research 288 x 192 320 x 384
CESM2-WACCM National Center for Atmospheric Research 288 x 192 320 x 384

CanESM5 Canadian Centre of Climate Modelling and Analysis 128 x 64 361 x 290
EC-Earth3 EC-Earth Consortium 512 x 256 362 x 292

EC-Earth3-Veg EC-Earth Consortium 512 x 256 362 x 292
GFDL-ESM4 NOAA Geophysical Fluid Dynamics Laboratory 360 x 180 720 x 576
INM-CM4-8 Institute for Numerical Mathematics 180 x 120 360 x 318
INM-CM5-0 Institute for Numerical Mathematics 180 x 120 720 x 720

IPSL-CM6A-LR Institut Pierre-Simon Laplace 144 x 143 362 x 332
MIROC6 Japan Agency for Marine-Earth Science and Technology 256 x 128 360 x 256

MPI-ESM1-2-LR Max Planck Institute for Meteorology 192 x 96 256 x 220
MPI-ESM1-2-HR Max Planck Institute for Meteorology 384 x 192 802 x 404
MRI-ESM2-0 Meteorological Research Institute 320 x 160 128 x 64

NESM3 Nanjing University of Information Science and Technology 192 x 96 362 x 292
NorESM2-LM Norwegian Climate Center 144 x 96 360 x 384

century radiative forcing of 4.5Wm−2 (SSP245) and SSP5 ("business as usual" scenarioswith

strong economic growth relying on fossil-fuels) with radiative forcing of 8.5Wm−2 (SSP585)

(O’Neill et al., 2016). These scenarios include years 2015-2100. The �rst ensemble member

(r1i1p1f1) is used from each model, and the native resolution of each model is kept before

each variable is averaged or summed over the Arctic. Variables that are averaged (e.g. total

cloud fraction, surface air temperature) are weighted by grid box area, while most other

variables are cumulative (e.g. sea ice area) and are summed over the Arctic. For grid boxes

that contain the Arctic circle, the area is recalculated such that only the area north of 66.5

is included in the sum or average.
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3.3 Uncertainty in Forced and Natural Arctic Solar Ab-

sorption Variations in CMIP6 Models

3.3.1 Methods

3.3.1.1 Time to Emergence

This analysis uses the detection of statistically signi�cant forced responses in time series

that include natural variability to query the existence of observed SW absorption trends in

the Arctic and evaluate their representation in modern GCMs. While hypothesis testing

can determine when a trend is di�erent from zero for a chosen con�dence level, it does not

take into account variance or autocorrelation that are common in geophysical time series.

In the 1990s, Tiao et al. (1990) and Weatherhead et al. (1998) published methods for trend

detection in geophysical applications that take these issues into account. Their methods

of trend detection �rst assume the time series of interest can be modeled as the sum of a

mean state with a linear trend, !, and noise. The noise is assumed to be an autoregressive

order one (AR(1)) process with one-lag autocorrelation � and variance �2. The common

variance (of the random �uctuations about zero in the noise that is assumed to be a white

noise process), �2e , is related to the variance of the noise by

�2e = Variance(Nt) = �2N ∗ (1 − �2). (3.1)
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The variance and autocorrelation are calculated from the de-trended time series of anoma-

lies.

As in Weatherhead et al. (1998) and Chepfer et al. (2018), we consider a trend to have

emerged at the 95% con�dence level when it is at least twice as large as the standard devi-

ation of the measured trend: |!̂∕�!̂| > 2. The standard deviation of the trend, �!̂, can be

approximated as

�!̂ ≈ �N [
12dt
T3

(1 + �)
(1 − �)

]
1∕2

, (3.2)

where T is the length of the time series and dt is the time interval, in our case dt = 1 for

our annual observations discussed more below. This equation is adapted for annual time

series, based on Lian (2017), from its original form using monthly time series (dt = 1∕12).

The time to emergence (TTE) is de�ned as how many years of observations are needed

for a measured trend to be statistically signi�cant. For a given time series, a trend is cal-

culated and tested for signi�cance over intervals of increasing length, e.g. [0,dt], [0,2dt],

[0,3dt]...[0,T]. The con�dence for each time interval is calculated from Eq. 3.2; the trend

has emerged when it remains greater than two. This process is shown in Fig. 3.2 for an

ensemble of synthetic time series, discussed shortly.

Chepfer et al. (2018) demonstrate that such an analysis provides a statistical basis for de-

termining how long it takes forced climate changes to emerge from interannual variability

in observational data records. Similar techniques were used to project trend detection of
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broadband and spectral albedos (Feldman et al., 2011) and to inform instrument require-

ments for future climate monitoring satellite missions (Wielicki et al., 2013). When ap-

plied to globalmeanTOA irradiances, Phojanamongkolkij et al. (2014) foundno discernible

trend over 2000-2011 in re�ected SW or emitted longwave radiation from CERES.

3.3.1.2 Synthetic Time Series

As in Chepfer et al. (2018) we combine TTE with synthetic time series to estimate the time

needed for trends to be measurably greater than the climate variability. Synthetic time

series are created that maintain the statistical behavior, e.g. autocorrelation and variance,

of the original time series.

To calculate these synthetic time series, we again assume the data can be represented by

the sum of a linear trend and noise. We take the variance calculated from Eq. 3.1 and

generate a series of random noise with zero mean from it. On top of this noise we can add

a linear trend, illustrated in Fig. 3.2a. Synthetic time series are continued to 150 years,

which is long enough for trends from all CMIP6 models to emerge under both SSP245 and

SSP585. Synthetic ensembles are composed of 300 individual time series. This process can

be applied to models as well as observations to create ensembles of time series. While large

ensembles from GCMs are an incredibly powerful tool for determining shifts in climate

beyond the inherent internal variability (e.g. Onarheim and Årthun 2017), the authors

know of no way to create a true large ensemble from observations as can be done with
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Figure 3.2: Trend detection using synthetic time series of surface clear-sky (SFCclr) accu-
mulated shortwave (SWacc) over the Arctic from CERES-EBAF. (a) Synthetic time series
(grey) are generated based on the variance and one-lag autocorrelation of the detrended
CERES observations shown in black. A linear trend based on the CERES record is added
to time series to generate the ensemble shown in light blue. A single realization from the re-
sulting ensemble is highlighted in red. (b) For each synthetic time series, the linear trend is
calculated from subsets of time periods increasing in length, e.g. [0,1], [0,2],...[0,T], where
T is the full length of the time series. Trends calculated over the red time series in (a) are
again highlighted. Initially trends can vary greatly, oscillating between positive and neg-
ative values before leveling o� around the "true" trend, given by the solid black line. (c)
When the trend is at least twice as large as the uncertainty, shown as the solid black line
at | !̂

�!̂
| = 2 for the 95% con�dence level, it is deemed to have "emerged". Theoretical val-

ues of time to emergence (TTE) are shown in (d) with ranges of variability (�N), one-lag
autocorrelation (�), and trend found in models and observations.
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GCMs. Using synthetic time series also allows us to examine GCMs that do not have large

ensembles associated with them, expanding the number of models available for analysis.

3.3.1.3 Accumulated Absorbed Shortwave Radiation

The strong seasonality of the Arctic poses unique challenges for time series analysis. As

mentioned earlier, this trend detection method is predicated on the assumption that the

noise can be represented by an AR(1) process that is stationary. Many monthly time se-

ries in the Arctic do not meet these requirements, including monthly sea ice, albedo, and

absorbed shortwave, as the variance and/or trends di�er signi�cantly throughout the sea-

sons. We therefore calculate the net SW energy absorbed over the melt season, March

through September. These months account for 95% of incoming SW radiation in the Arc-

tic (Cao et al., 2016). The accumulated SW, SWacc, is found by calculating the net SW �ux

(SW↓ − SW↑) absorbed at each grid box multiplied by the area of its grid box, converting

it to a measure of power (with units Watts). Further multiplying by the duration (in sec-

onds) of each month yields an accumulated energy (with units Joules). This average net

SW energy is then summed over the Arctic, de�ned as the area north of the Arctic Circle,

and summed over the melt season:

SWacc =
9∑

m=3

∑

i,j

(SW↓ − SW↑)i,j × Ai,j × tm, (3.3)

where Ai,j is the area of grid box i, j and tm is the seconds in each monthm.
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Accumulated SW is a fundamental driver of Arctic climate variability. It is the net amount

of SW energy input into theArctic system that can go tomelting sea ice and snow or heating

the surface. Accumulated SW also behaves as a stationary time series, once de-trended,

unlikemany other variables in theArctic. We calculate SWacc at the TOAwith all-sky �uxes

(TOAall) and at the surface with clear-sky �uxes (SFCclr). Using these two boundaries and

conditions allows us to quantify the di�erence clouds make at the TOA as compared to the

surface if there were no clouds. Anomalies of SWacc are shown in Fig. 3.3 for CMIP6 and

observations. As seen with surface and TOA albedo anomalies (Fig. 3.1) clear-sky SWacc

increases faster than all-sky SWacc at the TOA over the 21st century in all models.

Recall that the trend detection method assumes the detrended anomalies whose noise be

represented by an AR(1) process. Increasing the time step, e.g. summing over the melt sea-

son, is intended to help meet this requirement, as mentioned in Gero and Turner (2011).

In observations the noise has no signi�cant autocorrelations at the 95% con�dence level,

which would suggest a white noise process, but this may be due to the short record length

requiring large autocorrelations (≥0.47) to count as signi�cant, shown in Fig. 3.4. In the

majority of CMIP6models, SWacc noise appears aswhite or red noise over 1900-1999, for ex-

ample MRI-ESM2-0 in Fig. 3.4. According to Phojanamongkolkij et al. (2014), the method

of Weatherhead et al. (1998) is more accurate for white or red noise scenarios compared to

other more general methods, e.g. Leroy et al. (2008), and they further suggest it is more

appropriate for re�ected SW irradiances.

Figure 3.2d shows the e�ect of trend, autocorrelation and variance on TTE using values



56

Figure 3.3: Anomalies of accumulated shortwave (SWacc) at the top of the atmosphere
with clouds (TOAall) (top) and the surfacewithout clouds (SFCclr) (bottom) in CMIP6mod-
els and observations (CERES-EBAF). The ensemble mean from CMIP6 is shown in black.
Anomalies for CMIP6 models are relative to 1900-1999, and those from observations are
calculated relative to 2001-2018 but shifted to align with the CMIP6 base state (the CMIP6
ensemble mean from 2001-2018 is calculated and added to the CERES anomalies). For a
givenmodel, clear-sky SWacc anomalies at the surface are greater than all-sky anomalies at
the TOA. However, there are large di�erences between models both in terms of the magni-

tude and variability of anomalies.

representative of observations and CMIP6 from Eq. 3 in Weatherhead et al. (1998). For

smaller trends (⪅0.1×106 PJ/decade) TTE is more sensitive to the trend than the noise or

autocorrelation, but for SWacc trends larger than approximately 0.2×106 PJ/decade, noise

and autocorrelation can have a more signi�cant impact. The magnitude of trends that TTE

is sensitive to also depends on the level of noise. When a time series has greater variance it

is more di�cult to distinguish between what is just noise and what is indeed a consistent

trend. For example, the solid black line (�=0.5 and �N=0.5×106 PJ) is �atter across trends
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Figure 3.4: Autocorrelation functions (ACF) for accumulated shortwave (SWacc) anoma-
lies at the top of the atmosphere with clouds (TOAall) (top row) and the surface without
clouds (SFCclr) (bottom row) in observations (CERES-EBAF) (left column) and a typical
climate model, MRI-ESM2-0 (right column). While no autocorrelations are signi�cant at
any lags (95% con�dence interval shown as the dashed line), this may be in part due to
the short record (18 years). When ACF are calculated over longer time periods in CMIP6
models, shown here for 1900-1999, SWacc anomalies usually appear as red or white noise.

ranging from 0.1-0.2×106 PJ/decade than the solid light blue line (�=0.5 and �N=2.5×106

PJ) over the same range. Similarly, if a time series has high autocorrelation, what might

appear to be a trend could simply be the propagation of an anomaly forward in time.

While the time series of annual SWacc is a statistically convenient variable, using it instead

of monthly averages shortens the data record length from monthly to annual reporting,

from 12×18 data points to just 18. With such a short time period, it is reasonable to wonder

if 18 years of satellite measurements are enough to observe a trend even with the rapid

changes observed in the Arctic. The answer will be discussed in the following section.
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Table 3.2: CERES-EBAF properties for all-sky top of atmosphere (TOAall) and clear-
sky surface (SFCclr) accumulated shortwave (SWacc). Noise, one-lag autocorrelations and
trends are from 2001-2018. Mean time to emergence (TTE) is calculated from 300 synthetic

time series using these statistics, with standard deviations given in parentheses.

Noise [106 PJ] Autocorrelation Trend [106 PJ/dec] TTE [years]
TOAall 0.77 0.29 0.72 22 (5)
SFCclr 0.84 0.14 1.7 12 (3)

3.3.2 Results and Discussion

From the 18 year CERES record, the trend in SWacc at the surface without clouds, 1.7 × 106

PJ/decade, is statistically signi�cant using the criteria | !̂
�!̂
| > 2, but the trend in SWacc at the

TOA under all-sky conditions, 0.7 × 106 PJ/decade, is not. These trends and other statistics

for CERES are listed in Table 3.2. The limited period of observations exhibits the striking

feature that it is long enough to unambiguously detect anthropogenically-forced clear-sky

variations in absorbed SW radiation but not overall all-sky trends. If the TOAall trend cal-

culated over 2001-2018 continues into the future, we �nd that it would take an average of

22 years for it to emerge above interannual variability. This extrapolation of the observed

TOAall SWacc trend into the future to derive a hypothetical observational TTE is intended to

suggest an approximate length of observational record where we might anticipate observ-

ing a signi�cantmeasured trend; it is not an exact prediction of when the trendwill emerge.

This hypothetical TOAall TTE (TTEall) is nearly twice as long as that for SFCclr found us-

ing a synthetic ensemble (12 years). The di�erence in observational TTE with and without

clouds stems from the fact that themeasured SFCclr trend ismore than twice as large as that

of TOAall, consistent with Sledd and L’Ecuyer (2019), while the noise and autocorrelations

are similar (Table 3.2).
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We can compare the results of calculating TTE from observations and models. Figure 3.5a

shows themean TTE from synthetic ensembles derived fromCMIP6models only using the

variance and autocorrelation over 2001-2018 forced with the trend evaluated from 2001-

2100 for SSP245 and SSP585. Mean TTE from Fig. 3.5a are listed in Table 3.3. Across

CMIP6, models predict the SWacc trends emerging within 8-35 years without clouds at the

surface and 8-39 years with clouds at the TOA. The range of mean SFCclr TTE (TTEclr) in

models is larger than the 2� uncertainty of observations, 6-18 years, but more than half of

themodels predict mean TTEwithin one standard deviation of the observational TTE for at

least one of the SSP. However, there are some di�erences betweenmodels and observations.

Under SSP245 (585), six (16)models predictmeanTOAall trends to have emergedwithin the

observational record, contrary to our earlier �ndings. For SFCclr trends, 17 models under

SSP245 suggest a longer record would be needed for the trend emerge, reducing to only 11

models under SSP585, which is also in contrast to the observational results.

Di�erent relationships betweenTTEall andTTEclr also emerge in Fig. 3.5a compared to TTE

calculated using CERES. Under SSP245, half of the 18 models show clouds lengthening

the TTE as in observations. Three models have mean TTE that are equal with and without

clouds, and six of models actually show the opposite behavior of observations, with the all-

sky SWacc trend emerging before the clear-sky trend. This result is unexpected based on

our understanding of how clouds in�uence albedo in present day observations, as shown

in Fig. 3.1. When TTE is calculated using SSP585, only sixmodels show clouds lengthening

the TTE, three models show clouds having no e�ect on TTE, and nine models predict that

clouds shorten the TTE.
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Figure 3.5: (a) Mean time to emergence (TTE) of accumulated shortwave (SWacc) trends
from 300 synthetic time series based on CERES-EBAF observations and CMIP6 models.
Variance and autocorrelation are calculated over 2001-2018 and forced with trends over
2001-2100 for CMIP6 models and 2001-2018 for CERES-EBAF. Error bars represent one
standard deviation around the mean TTE. Two shared societal pathways (SSP) are shown:
a "middle of the road" future (SSP245) and a "business as usual" future (SSP585). Observa-
tions suggest that trends in clear-sky surface (SFCclr) SWacc have emerged in the 18 year ob-
servational record while all-sky top of atmosphere (TOAall) SWacc will require more years
of observations to discern. (b) TTE calculated from synthetic time series with variability
based on CERES-EBAF forced with trends from CMIP6 models used in (a). The di�erence
between (a) and (b) shows the impacts of model internal variability on SWacc TTE. Values

from bar plots are given in Tables 3.3 and 3.4
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Table 3.3: Mean time to emergence (TTE) from 300 synthetic time series based on models
only with noise and autocorrelation calculated from 2001-2018 forced with trends from

2001-2100. Standard deviations are given in parentheses.

TOAall TTE [years] SFCclr TTE [years]
SSP245 SSP585 SSP245 SSP585

ACCESS-CM2 16 (5) 13 (5) 14 (5) 13 (5)
ACCESS-ESM1-5 16 (7) 13 (8) 16 (6) 16 (6)
BCC-CSM2-MR 39 (15) 18 (15) 17 (6) 8 (6)

CESM2 21 (6) 11 (6) 28 (6) 14 (6)
CESM2-WACCM 18 (6) 11 (6) 18 (6) 11 (6)

CanESM5 13 (5) 9 (5) 14 (3) 11 (3)
EC-Earth3 20 (5) 17 (5) 23 (4) 21 (4)

EC-Earth3-Veg 19 (5) 18 (5) 18 (4) 19 (4)
GFDL-ESM4 31 (9) 15 (9) 26 (7) 14 (7)
INM-CM4-8 31 (12) 23 (12) 22 (7) 20 (7)
INM-CM5-0 28 (9) 21 (9) 29 (7) 25 (7)

IPSL-CM6A-LR 15 (5) 10 (5) 20 (5) 12 (4)
MIROC6 11 (5) 8 (5) 11 (4) 8 (4)

MPI-ESM1-2-LR 34 (8) 16 (8) 35 (7) 20 (7)
MPI-ESM1-2-HR 27 (9) 17 (9) 20 (7) 14 (7)
MRI-ESM2-0 22 (7) 13 (7) 18 (5) 11 (5)

NESM3 22 (6) 13 (6) 16 (5) 11 (5)
NorESM2-LM 28 (7) 17 (7) 24 (5) 17 (5)

To distinguish the in�uence of internal variability from modeled trends, we generate new

synthetic time series that combine the statistical characteristics (� and�) fromobservations

with trends from CMIP6 models calculated over the 21st century (2001-2100), shown in

Fig. 3.5b and listed in Table 3.4. To disentangle biases in model internal variability versus

the external forcing, we can compare TTE calculated solely frommodels to TTE calculated

from observations forced by model trends. A signi�cant di�erence between Figs. 3.5a and

3.5b is the impact of clouds on TTEmagnitude. Unlike in Fig. 3.5a, clouds always increase

the TTE in Fig. 3.5b, consistent with observations, since in all models the SFCclr trend is

larger than the TOAall trend. Biases in model noise and autocorrelations therefore must be
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Table 3.4: Mean time to emergence (TTE) from 300 synthetic time series based on noise
and autocorrelation from observations (CERES-EBAF) forced with trends from CMIP6

models over 2001-2100. Standard deviations are given in parentheses.

TOAall TTE [years] SFCclr TTE [years]
SSP245 SSP585 SSP245 SSP585

ACCESS-CM2 23 (5) 18 (5) 20 (5) 17 (5)
ACCESS-ESM1-5 34 (8) 24 (7) 25 (6) 17 (6)
BCC-CSM2-MR 75 (15) 34 (15) 26 (6) 16 (6)

CESM2 30 (6) 16 (6) 25 (6) 13 (6)
CESM2-WACCM 28 (6) 16 (6) 22 (6) 13 (6)

CanESM5 22 (5) 15 (5) 15 (3) 11 (3)
EC-Earth3 24 (5) 15 (5) 17 (4) 12 (4)

EC-Earth3-Veg 22 (5) 15 (5) 17 (4) 12 (4)
GFDL-ESM4 46 (9) 27 (9) 29 (7) 20 (7)
INM-CM4-8 55 (12) 33 (12) 31 (7) 21 (7)
INM-CM5-0 47 (9) 32 (9) 29 (7) 20 (7)

IPSL-CM6A-LR 24 (5) 15 (5) 18 (4) 12 (4)
MIROC6 22 (5) 16 (5) 16 (4) 11 (4)

MPI-ESM1-2-HR 41 (8) 26 (8) 27 (7) 18 (7)
MPI-ESM1-2-LR 42 (9) 29 (9) 25 (7) 19 (7)
MRI-ESM2-0 34 (7) 21 (7) 24 (5) 16 (5)

NESM3 30 (6) 18 (6) 21 (5) 14 (5)
NorESM2-LM 33 (7) 21 (7) 25 (5) 15 (5)

a signi�cant driver of why clouds shorten TTE in some models.

Figure 3.5b further suggests that few models capture the di�erence between TOAall and

SFCclr trends. Under either SSP, nine of the 18 models predict TTEclr within one standard

deviation of observations. Of these models, all but one (NorESM2-LM) predict that the

TOAall trend should have emergedwithin theCERES record, whichwedonot observe. This

is to say models may capture trends at one boundary but rarely both. Although we cannot

know in the present what the trend in TOAall SWacc will be over the coming decades, we

can characterize its current behavior, and it seems that many models may not fully capture

the impact of clouds on SWacc in the Arctic.
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The remainder of this study investigates how the statistical properties of SWacc a�ect TTE,

what physically drives those properties, andwhy somemodels showbehavior di�erent than

observations in regards to clouds lengthening TTE.

3.3.2.1 A signal to noise problem

In this section we assess the relative importance of SWacc trend, autocorrelation and vari-

ability on TTE across climate models, beginning with how these statistics themselves can

vary between distinct epochs within an individual model. While the observational record

provides a limited number of years from which to calculate these statistics, that is not a

limitation when using climate models. With the longer time series available from CMIP6

the in�uence of using di�erent time periods on estimated TTE can be investigated, with the

results being model-dependent. Using synthetic ensembles created by varying the starting

year and length of time used to calculate the noise and autocorrelation (1983-2000, 1983-

2018, 2001-2018, 2001-2036) we �nd that only seven (six) of the 18 models generate mean

TTE for TOAall trends (SFCclr) within one standard deviation of each other regardless of

which time period is used to generate the synthetic time series. The distinct behaviors of

di�erent models are exempli�ed by EC-Earth3 in Fig. 3.6, which exhibits a tightly con-

strained TTE, and GFDL-ESM4 where TTE can more than double across the range of time

periods explored (plots for all models are provided in the supplemental material). In all

cases, trends are held constant for each model computed from either 1983 or 2001 through

2100.
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Figure 3.6: Time to emergence (TTE) and statistical properties of all-sky top of atmosphere
(TOAall) and clear-sky surface (SFCclr) accumulated shortwave (SWacc) used to calculate
TTE from four di�erent time periods. Solid lines represent values from CERES-EBAF. TTE
derived from EC-Earth3 (left) is generally independent of the time period used to calculate
it in spite of large variations in SWacc one-lag autocorrelation. Meanwhile, GFDL-ESM4
(right) TTEs vary by more than a factor of two between time periods. This variability is
mostly due to di�erences in noise and autocorrelation as the SWacc trends are fairly consis-
tent, regardless of the starting year. While only time periods from SSP245 are shown, the

results are consistent when using SSP585.
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Formodels where TTE varies markedly with epoch, the noise and autocorrelation aremore

sensitive to the time period than the trend is. Furthermore, noise and autocorrelation seem

to be more sensitive to which epoch is used rather than the length of the time period an-

alyzed. For example, noise and autocorrelation in GFDL-ESM4 are relatively low during

2001-2018 and 2001-2036, while they increase during time periods that start in 1983 (1983-

2000 and 1983-2018). On the other hand, trends in SWacc are fairly constant regardless of

the time period for all models when determined over the 21st century. The consistency is

likely due, in part, to the fact that the trend is measured over many decades, regardless of

the starting year. This supports the assertion that we are testing for a consistent and mea-

surable trend due to the external forcing. However, we note that if trends are calculated over

shorter time periods, such as over 2001-2018 to compare to our observational record, they

are often not representative of the true forcing, and are in fact occasionally negative (not

shown). While only four di�erent time periods are shown in Fig. 3.6, the same conclusions

are drawn when more time periods are tested.

In the remaining analysis, we adopt the synthetic ensembles Fig. 3.5a is based on, where

2001-2018 is used to calculate the variance and autocorrelation and 2001-2100 is used to

calculate trends. While the relationships betweenTTEand environmental factors discussed

later are robust regardless of the chosen time periods, this choice of years allows a more

The changes in measured SWacc variability may be due to the eruption of Mt. Pinotubo in 1991 that
caused a decrease in SWacc. For models with relatively low variability, this decrease in SWacc would appear
large and increase the variance for time periods including 1991 as compared to time periods without it. For
modelswith relatively large SWacc variability, the decrease in SWacc due toMt. Pinotubowould not be atypical
and therefore have a minimal impact on the measured variability.
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consistent comparisonwith observations. Even in this one time period there are large inter-

model di�erences in SWacc forced trends and internal variability, shown in Fig. 3.7. Trends

in SWacc vary by an order of magnitude under SSP585 both with and without clouds and

under SSP245without clouds. Internal variability also varies signi�cantly, doubling or even

quadrupling across models, depending on the boundary and SSP. Seven of the models have

varianceswithin observational uncertainty for all boundaries and SSPs (using anF-testwith

95% con�dence). Twice as many models (eight) di�er signi�cantly from observations for

TOAall than SFCclr (four). Whilemodels disagree on the sign of SWacc autocorrelation,most

fall within the 2� range of uncertainty for the observational values.

These inter-model di�erences in SWacc trend, autocorrelation and variability in turn lead

to di�erences in TTE. Mathematically, the main in�uence on TTE is the ratio of the forced

SWacc trend to the internal variability, i.e. the climate signal to noise ratio (SNR), shown in

Fig. 3.7a. The SNR captures the primary question of TTE, that is, when does a trend rise

above the noise? Larger trends or smaller variability can increase SNR and reduce the TTE,

but neither the trend (Fig. 3.7b) nor noise (Fig. 3.7c) alone is as strongly correlated to TTE

as their ratio, both with and without clouds. Across models the trend has a greater impact

on TTE than noise because it can vary by an order of magnitude while the noise varies by

a factor of four. Overall the autocorrelation is weakly related to the TTE, despite ranging

from positive to negative (Fig. 3.7d).

For a given model, the greatest di�erences between SSPs are in the strength of the forced

SWacc trends and the resulting SNR.As previouslymentioned, SSP585 shows stronger trends
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Figure 3.7: Mean time to emergence (TTE) and accumulated shortwave (SWacc) statistical
properties from 2001-2018 (noise and autocorrelation) and 2001-2100 (trend) in CERES-
EBAF and CMIP6. Error bars represent the 2� range of uncertainty in observations. The
signal to noise ratio (SNR) has the strongest relationship to TTE as it represents the strength
of the trend against the variability, both with clouds at the top of the atmosphere (TOAall)
and without clouds at the surface (SFCclr). Clouds reduce the magnitude of SWacc trends,
and sometimes the noise, within a givenmodel. In observations, clouds signi�cantly reduce

the SNR, but for most models in CMIP6 they only have a moderate e�ect on SNR.

in SWacc than in SSP245, and therefore shorter TTE. Models with smaller trends than ob-

servations (+ in Fig. 3.7) often have longer TTE, and vice-versa. Such is the case under

SSP245 where SFCclr trends (light blue) are underestimated in Fig. 3.7b. The inverse may

be true for TOAall trends (dark red) under SSP585, but it is uncertain given that the TOAall
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trend has not emerged in the observations. Because of the di�erent trend magnitudes, un-

der SSP245 the SWacc trend is a stronger predictor of TTE than noise because TTE is more

sensitive to trend at these lower magnitudes, whereas noise and autocorrelation in�uence

TTE more under SSP585, consistent with our discussion of theoretical TTE with Fig. 3.2d

in Section 3.3.1.3. Both SSPs have similar ranges of noise and autocorrelation across mod-

els, which is consistent with the SSPs not diverging until 2015. While the full range of

SWacc variability encompasses the observations in Fig. 3.7c, more models underestimate

the observed variability in SWacc, particularly at the TOA with clouds.

Di�erences between TOAall and SFCclr SWacc behavior are fairly consistent across SSPs as

well. As mentioned previously, clouds dampen the SWacc trend at the TOA but not at the

surface, and in models clouds also appear to reduce the variance of SWacc. This impact has

a few consequences. First, it means that trends are more linearly related to TTE for TOAall,

especially for SSP245 (dark blue in Fig. 3.7b), whereas SFCclr noise and autocorrelation

have stronger relationships to TTE than TOAall, more notably for SSP585 (orange in Figs.

3.7c and 3.7d). Because clouds both dampen the signal and noise in models, the SNR are

similar for SFCclr and TOAall.

Not all of these impacts of clouds are seen in observations, though. In observations, clouds

reduce the measured SWacc trends by more than a factor of two (black versus gray+ in Fig.

3.7b). Clouds have only a small impact on the noise and autocorrelation, so they ultimately

reduce the SNR by a factor of two between SFCclr and TOAall as well. This impact of clouds
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is not always found in CMIP6 models despite the observational values being within the

ensemble ranges.

3.3.2.2 Impact of sea ice on TTE

Sea ice in�uences numerous aspects of the Arctic climate, including SWacc. The more

rapidly and consistently sea ice disappears, the faster the SWacc trend emerges, as shown

in Fig. 3.8. Trends in sea ice area (SIA) over the 21st century strongly in�uence the TTE

both with and without clouds and under SSP245 and SSP585, Fig. 3.8b. The SNR of SIA is

also correlated with TTE, Fig. 3.8a, mostly due to the impact of SIA decline and to a lesser

extent the variability of SIA (Fig. 3.8c). We �nd that SIA autocorrelation has little impact

on SWacc TTE (Fig. 3.8d) likely because persistence of sea ice anomalies tend not to extend

beyond a year (Blanchard-Wrigglesworth et al., 2011).

The importance of SIA on SWacc is physically consistent with our understanding of the Arc-

tic energy budget and the ice albedo feedback. However, there are some subtleties that are

smoothed over when using SWacc and SIA. SIA and SWacc encompass the entire melt sea-

son, which removes some of the strong di�erences between March and September. While

sea ice decline is largest in the fall when it reaches its minimum, incoming SW peaks in

June. Sea ice in mid-summer, therefore, has a larger impact on the Arctic albedo and ab-

sorbed SW. Relating SIA to SWacc also ignores changes in sea ice albedo throughout the

melt seasons, which can be signi�cant when melt ponds form (Perovich et al., 2002).
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Figure 3.8: Relationship between mean time to emergence (TTE) for accumulated short-
wave (SWacc) and the statistical properties of sea ice area (SIA) averaged over the melt sea-
son (March-September) from 2001-2018 (noise and autocorrelation) and 2001-2100 (trend).
Error bars represent the 2� range of uncertainty in observations. The greater the SIA de-
cline, the faster the SWacc trend emerges, regardless of cloud cover. SIA trend and signal to
noise ratio (SNR) both impact SWacc at the surface without clouds (SFCclr) and the top of
the atmosphere with clouds (TOAall). SIA noise is related to SFCclr TTE but has a minimal

in�uence on TOAall TTE.

While SIA strongly in�uences SWacc under both SSPs, there are some slight di�erences be-

tween the two forcing pathways that are highlighted in Fig. 3.8. As would be expected, SIA

trends are larger under SSP585 due to increased GHG emissions and warming for individ-

ual models. SIA observations calculated over 2001-2018 are closer to values from SSP585,

but there is some overlap in the rate of SIA decline between SSPs when looking at the full
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CMIP6 ensemble. SIA noise also seems to in�uence TTE more in SSP585 than SSP245, as

was the case for SWacc in Fig. 3.7b. This is likely due to the greater trends in SIA pushing

TTE into a regime where noise and autocorrelation can have greater impacts, as discussed

with theoretical SWacc TTE in Fig. 3.2d.

3.3.2.3 Inconsistent Cloud Impacts on TTE

Figure 3.8 further suggests that model cloud biases may in�uence their predictions of the

emergence of forced variations in all-sky SWacc. Recently observed trends in SIA fall within

the envelope of behavior predicted by the CMIP6 ensemble, and the relationship between

TTEclr and SIA seen in observations is represented in models. All models, however, un-

derestimate the relationship between TTEall and SIA trend and SNR. For example, while

EC-Earth3 produces a similar trend in SIA to observations, the TTEclr fromEC-Earth3 actu-

ally resembles the TTEall projected from observations (Fig. 3.7b). The TTEall is seven years

shorter in EC-Earth3 than observations and is actually shorter than SFCclr, while observa-

tions suggest that clouds lengthen the TTE. This is a common bias in which many models

seem to struggle predicting the impact of clouds on forced climate trends.

We now turn to the question of why clouds shorten the TTE in some models contrary to

observations and physical intuition. In observations, clouds increase the TTE fromSFCclr to

TOAall because the SWacc trend is smaller with clouds while the noise and autocorrelations

are similar (Table 3.2). Admittedly, the TOAall trend and therefore TTE are uncertain in

observations, but we can �nd the minimum possible di�erence in TTEall and TTEclr. If
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Figure 3.9: Dependence of the ratio of TOAall to SFCclr accumulated shortwave (SWacc)
TTE to SWacc statistical properties. The shaded region represents TTE ratios below the
minimum ratio if one more year of observations proved the TOAall trend signi�cant. The
relative strength of the signal to noise ratio (SNR) with and without clouds is negatively
related to the relative length of TTE. When the TOA and surface SWacc trends are similar,
the TOA SWacc trend may emerge sooner if the natural variability at the surface is larger
than that at TOA. This relationship holds for both shared societal pathways (SSP). Most
models underestimate the in�uence of clouds damping the SWacc trend and SNR has on

the di�erence in TTE.

one more year of observations proved the TOAall trend signi�cant, e.g. TTEall=18+1, the

minimum ratio of TTEall to TTEclr would be 19

12
= 1.6, over a 50% increase. This cloud

masking e�ect has been documented in several other studies andmeans that the SFCclr SNR

is larger than that of TOAall. Many models do not reproduce these relationships, though.

In Fig. 3.9, for example, only one model, BCC-CSM2-MR, predicts a TTEall to TTEclr ratio

larger than observations or even the minimum ratio of TOAall to SFCclr, shown with the
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shaded region in Fig. 3.9.

Because SWacc SNR is strongly correlated with TTE, its ratio of TOAall to SFCclr is also

strongly correlated to the ratio of TTE, shown in Fig. 3.9a. Above an SNR ratio of approx-

imately 0.8, the TOAall trend may emerge before the SFCclr. In some models, clouds even

cause the SNR to be higher at the TOA compared to the surface (TOAall
SFCclr

> 1), opposite obser-

vations. While the ratio of SNR is dependent on the ratio of trends with andwithout clouds,

clouds dampen the SWacc signal in all models (Fig. 3.9b). In order for the TOAall trend to

emerge �rst, clouds must also appreciably dampen the TOAall variability (Fig. 3.9c).

For any given model, the ratios of TTE and SWacc properties do not vary appreciably be-

tween SSPs. While SWacc trends can di�er by an order of magnitude between SSP245 and

SSP585 in Fig. 3.7b, the ratios are never more than twice as large in Fig. 3.9b. For example,

the ratio of trends in BCC-CSM2-MR (▾) only vary from 0.2 (SSP 245 - blue) to 3.5 (SSP585 -

orange), with most other models varying even less between SSPs. That is to say, the impact

of clouds on SWacc is likely due to inherent model physics rather than uncertainty from

external forcings.

So how do clouds in�uence the climate SNR and resulting TTE? Over the Arctic, models

vary widely in their predicted cloud fraction (CF) responses over themelt seasonwith some

showing increases, others decreases, and some having no change (Fig. 3.10). The sign of

modeled CF trend plays a signi�cant role in de�ning the how surface albedo changes man-

ifest themselves in changes in absorbed SW radiation at the TOA. Models that predict de-

creasing CF predict stronger TOAall SWacc trends, stronger TOAall SNR, and shorter TTEall
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Figure 3.10: Role of 21st century cloud fraction (CF) trends in modulating the ratio of
TOAall to SFCclr accumulated shortwave TTE. The atmosphere, and clouds in particular,
account for much of the planetary albedo both globally and in the Arctic. Models that
predict decreasing cloud cover over the 21st century amplify the e�ect of reduced sur-
face albedo from sea ice on TOA SWacc by both lowering the atmospheric contribution
to the planetary albedo and revealing dark open ocean. This impact is linked to the relative
strength of SWacc trends and signal to noise ratio (SNR) with and without clouds in both

shared societal pathways (SSP).

than exist at the surface, indicative of a cloud feedback that ampli�es the in�uence of sea ice

on absorbed shortwave radiation. This relationship is stronger under SSP585 as the magni-

tude of CF trends increases with climate forcing for any given model. Reduced cloud cover

in models can reduce the planetary albedo in a few ways. Clouds directly re�ect incoming

SW at the TOA, so reduced cloud cover results in an increase of solar insolation at the sur-

face. In addition, fewer clouds means that changes in the surface albedo are more directly

seen from space, amplifying the albedo impact of sea ice loss. Models with negative CF
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trend, therefore, have SWacc trends that are closer in magnitude with and without clouds at

the TOA and surface in Fig. 3.10c. At the opposite end of the spectrum, the onlymodel that

shows a TTE ratio greater than observations, BCC-CSM2-MR, also has the largest positive

trend in CF and greatest di�erence between TOAall and SFCclr SWacc trends.

Cloud fraction alone does not, however, explain all of the di�erences between TOAall and

SFCclr SWacc in Fig. 3.10. Mean CF over 2001-2018 has no impact on the ratio between

TTEall and TTEclr, noise or autocorellation during the time period (not shown). Further-

more, the radiative impacts of clouds also depend on the microphysical properties. In par-

ticular cloud phase can have a substantial impact on SW radiative forcing (Cesana et al.,

2012, McIlhattan et al., 2017). We suspect discrepancies in cloud phase between models

could further explain di�erences in noise between TOAall and SFCclr SWacc given that such

di�erences in cloud phase have explained past biases in model SW cloud radiative forc-

ing in the Arctic (Gorodetskaya et al., 2008) and can further impact the global mean cloud

feedback (Zelinka et al., 2020). While relevant, a detailed analysis linking cloud phase and

di�erences in TOAall and SFCclr SWacc would require data with higher temporal resolution

than is currently available through CMIP6 for all but a few of the models used in this work.

3.3.2.4 SWacc as a Proxy for Arctic and Global Change

As noted in the introduction, the amount of solar radiation absorbed in the Arctic, SWacc,

is a fundamental driver of Arctic climate. This relationship is shown more directly in Fig.

3.11a that quanti�es the relationship between TTEall and Arctic warming over the 21st
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Figure 3.11: Relationships between (a) Arctic warming, (b) global warming, and (c) Arctic
ampli�cation (AA) and TOAall TTE from CMIP6. Temperature changes (∆T) are derived
from the di�erence in annual average surface temperature of 2081-2100 relative to 2001-
2018. The time to emergence of all-sky absorbed SW radiation trends in the Arctic may be
a good proxy for both Arctic and global temperature change in both warming pathways.
Since sea ice loss drives much of the inter-model variability of TTE, models with more
warming have quicker sea ice loss and lower TTE, as seen in (a). A similar relationship

appears to hold for global temperature (b) but not AA (c).

century in the CMIP6 models. While the calculation of TTEall is independent of temper-

ature trends, Figure 3.11a shows that it is strongly correlated with the projected change

in annual average surface temperature in Arctic (∆T; de�ned as the di�erence between

2081-2100 relative to 2001-2018). This demonstrates very clearly that there is a connection

between greater Arctic warming, increasing SWacc, and increased sea ice loss. Models with

stronger ice-albedo feedbacks have warmer oceans that promote more rapid sea ice melt,

stronger increases in SWacc (i.e. shorter TTE), and, in turn, more oceanwarming. Yet while

TTEall appears related to both Arctic and global warming, it has essentially no relationship

to Arctic ampli�cation (AA), the relative magnitude of Arctic warming to global warming.

In Fig. 3.11c a wide range of TTEall (10-40 years) cluster near AA values around 2.5.
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While this analysis does not reveal the precise nature of these processes or their timing (i.e.

cause and e�ect), it suggests that TTEall could be a useful proxy for Arctic climate change

for which we have a growing observational record. In addition, TTEall may be a good pre-

dictor of global temperature changes over the 21st century, particularly for the "business

as usual" pathway, SSP585 (Fig. 3.11b). Changes in global mean surface temperature from

2001-2018 to 2081-2100 decrease sharply with increasing TTE. This relationship suggests

that the strength of Arctic SWacc trends, relative to interannual variability, may be a good

observation-based proxy for both Arctic and global temperature change but not AA.

3.3.3 Conclusions

This work evaluates forced and natural variations in Arctic absorbed shortwave radiation

in observations and GCMs to establish the time to emergence of trends and how they are

in�uenced by clouds. We �nd that the observed trend in clear-sky SWacc at the surface is

signi�cant at the 95% con�dence level using only 18 years of satellite observations. Clouds

reduce the SWacc trendmeasured in observations by at least half at the TOA resulting in the

conclusion that the current observational record is insu�cient to con�rm any forced trend

in SWacc relative to interannual variability.

The 18 CMIP6models analyzed in this study exhibit large inter-model spread in both forced

trends and internal variability: SWacc trends vary by an order ofmagnitude andnatural vari-

ability varies by up to a factor of four. CMIP6models further disagree on the e�ect of clouds

on trends in SWacc. While some predict that clouds increase TTE, consistent with observa-

tions, many fail to reproduce this fundamental feature in the CERES-EBAF record (Figure
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3.1), possibly as a result of cloud feedbacks that arti�cially augment the SNR of surface

albedo signatures at the TOA. The magnitude of TTE is largely driven by the decline of sea

ice in models, as the statistical behavior of SIA largely determines those of SWacc both with

and without clouds. Trends in GCM cloud cover over the 21st century dictate whether or

not clouds increase or decrease the time needed to detect a trend in SWacc. Models that pre-

dict decreasing CF with Arctic warming predict stronger TOAall SWacc trends and shorter

TTEall than without clouds, but further work is needed to assess the role of cloud micro-

physical properties and phase in modulating SWacc trends in the Arctic.

Accumulated SW radiation is linked to both Arctic and global temperature changes and

shows potential as an observational metric of future Arctic climate change impacts. The

results presented here suggest that the trend in TOAall SWacc may emerge from interannual

variability in the next decade. Thus the extended observation record provided by continued

CERESmeasurements and the plannedEarth Radiation Budget continuitymission, Libera,

will hopefully be of su�cient duration to determine the the TOAall trend. In turn thiswould

allow the identi�cation of climate models that best capture the processes that govern this

fundamental measure of Arctic climate. Deeper investigation into the sea ice and cloud

trends in these models may improve understanding of these key drivers of Arctic climate

and, possibly, provide a constraint on anticipated global temperature change.
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3.4 A closer look at observations of the "New Arctic"

In this section we use the same frameworks just discussed, SWacc and TTE, but focus on

spatial patterns in latest two decades of CERES observations (2000-2019). Unlike the pre-

vious section, SWacc is only calculated at the TOA for clear and all-sky �uxes at latitudes

north of 60oN.We investigate the spatial patterns of SWacc in the Arctic by calculating it for

each grid box i, j, without multiplying by area, so that maps of SWacc show units of MJm−2:

SWacci,j =
9∑

m=3

(SW↓ − SW↑)i,j × tm. (3.4)

SIC in this section is from theNOAA/NSIDCClimateDataRecord of PassiveMicrowave Sea

Ice Concentration Version 3 that uses passive microwave radiometers, the Special Sensor

Microwave Imager (SSM/I) and the Special Sensor Microwave Imager/Sounder (SSMIS),

from the Defense Meteorological Satellite Program (DMSP) (Peng et al., 2013). SIC in this

dataset is derived from a combination of the NASA Team and Bootstrap algorithms. We

use SCF from version 6 of the MODIS/Terra Snow Cover Monthly dataset with 0.05 degree

resolution of Climate Modeling Grid (CMG) cells, based on Normalized Di�erence Snow

Index (NDSI) snow cover algorithm (Hall and Riggs, 2015).

Land and ocean are distinguished using the land fraction included in ArORIS based on the

NCEP re-analysis land mask. NCEP land masks from ArORIS are also used to determine

the individual land regions. Marginal seas are based on the Multisensor Analyzed Sea Ice

Extent (MASIE) regions from the NSIDC interpolated to the ArORIS grid.
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Figure 3.12: Mean accumulated SW (SWacc) over 2000-2019 from CERES-EBAF, calcu-
lated with top of the atmosphere clear-sky (a) and all-sky (b) �uxes.

3.4.1 Results

The 2000-2019 average net SW radiation (downwelling SW minus upwelling SW) incident

on the TOA from March through September, referred to as the accumulated SW (SWacc),

is shown in Fig. 3.12. Corresponding average sea ice and snow cover for the same period

and same months are shown in Fig. 3.13. Without clouds (Fig. 3.12a), regional di�erences

in SWacc largely re�ect the mean coverage of sea ice and snow (Fig. 3.13a,b). The greatest

SWacc, up to 5600 MJm−2, occur over lower latitudes that receive more solar insolation

and are consistently free of sea ice. SWacc decreases moving poleward in part due to the

increasing solar zenith angle, but a sharp transition is visible in the North Atlantic and

around Greenland where sea ice is typically present for at least part of the year. Over the

interior Arctic Ocean, mean SWacc ranges from 2000 to 4400 MJm−2.

The lowest clear-sky SWacc values are found over the central Greenland ice sheet where the
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surface is glaciated and relatively bright throughout the year (Stroeve et al., 2013). Regions

with high average snowcover on landduring themelt season also have lowSWacc, including

the CanadianArchipelago, westernmountains inNorway and the northern coast of Russia.

Overall, clear-sky SWacc is similar to SW absorption at the surface (Letterly et al., 2018).

Clouds substantially reduce the magnitude of mean SWacc and smooth its spatial hetero-

geneity (Fig. 3.12b). Mean all-sky SWacc is below 4600 MJm−2 over the entire Arctic, 82%

themaximum clear-sky SWacc, and the range of mean all-sky SWacc values across the Arctic

is about half that of clear-sky SWacc. While surfaces with high albedos, e.g. perennial sea

ice in the central Arctic Ocean and the Greenland ice sheet, still have mean SWacc lower

than the rest of the Arctic, the contrast is substantially reduced relative to clear skies. Thus,

while the clear-sky SWacc illustrates how the Earth’s surface interacts with solar energy in

the absence of clouds; the all-sky SWacc actually governs the solar energy input into the

Arctic climate system.

The area-weighted sum of the SWacc in Fig. 3.12 is the total solar energy input into the Arc-

tic system. Given the key role energy imbalances have in driving Arctic climate change,

there is considerable interest in whether SWacc has systematically changed and where such

changes have occurred. Figure 3.14 shows anomalies of SWacc relative to the 2000-2019

mean for both all-sky (solid lines) and clear-sky (dashed lines) conditions over land (pink)

and ocean (navy). While SWacc depends on area, ocean and land cover nearly equal areas

in the Arctic north of 60o (Fig. S1). Both clear-sky and all-sky SWacc trends are greater over

ocean than over land, 8.0±3.0 × 104 MJ/year and 3.4±1.4 × 104 MJ/year, respectively (top
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Figure 3.13: Average sea ice concentration (SIC) and snow cover fraction (SCF) forMarch
through September from 2000-2019 (a,d) and corresponding trends (c,d). Trends are calcu-

lated using linear least-squares regression.

rows of Tables 3.5 and 3.6) con�rming that reductions in sea ice are a stronger driver of sur-

face SW absorption trends than snow cover on land (consistent with Letterly et al. (2018)).

Large positive clear-sky SWacc anomalies occur over the ocean for years with record-low

September sea ice extent, e.g. 2007, 2012, 2016. All-sky SWacc anomalies are clearly muted

in 2012 and 2016 but are comparable to clear-sky anomalies in 2007 since cloud cover was

anomalously lowduring the 2007melt season (Kay et al., 2008). Over land, the largest SWacc
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anomaly occurs in 2016 coincidingwith the lowest spring northern hemisphere snow cover

over the period analyzed.

Over both land and ocean, clouds dampen SWacc trends and variability bymore than a third

and SWacc standard deviations by almost 20%. De�ning the signal-to-noise ratio (SNR) as

the magnitude of the trend in SWacc divided by its standard deviation, a measure of inter-

annual variations; SNR quanti�es the strength of secular trends relative to the underlying

natural variability present in all climate records. Clouds decrease the SNR over both land

and ocean since they reduce trendsmore than interannual variations. Since trends aremore

di�cult to detect from noisier time series (Weatherhead et al., 1998), clouds e�ectively re-

duce the detectability of SWacc trends. To quantify this e�ect, we estimate the expected

number of years needed to detect a trend with 95% con�dence, referred to as the time to

emergence (TTE). Over the ocean, clouds increase the TTE bymore than a third from 11±3

to 16±4 years. However, clouds have a negligible impact on TTE of SWacc trends over land

with trends emerging in 19 years under both all and clear-sky conditions, with standard

deviations of 4 and 3 years, respectively. This consistency is due to the impact of autocor-

relations on trend detection. Anomalies in clear-sky SWacc tend to persist in time over land

resembling trends. A longer record of observations is needed to discern such propagating

natural variations from secular trends in the dataset. The opposite is true in all-sky SWacc

over land where negative autocorrelations exist: anomalies are more likely to be followed

by an anomaly of the opposite sign, leading to the earlier emergence of a trend, all else

being equal. These competing behaviors close the gap between clear-sky and all-sky TTE

over land although the physical reasons for these autocorrelations are not entirely clear.
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Figure 3.14: Anomalies of accumulated SW from CERES-EBAF over ocean (navy) and
land (pink) areas in the Arctic under all and clear-sky conditions.

Furthermore, the sample size for measuring 1-lag autocorrelation here is relatively small

and the corresponding uncertainties are not insigni�cant, ±0.44.

Taken together, the TTE of trends in total all-sky Arctic SWacc is 16 years. This is a sig-

ni�cant result: the sea ice and snow cover losses shown in Fig. 3.13c,d have now had a

discernible impact on the amount of SW energy absorbed in the Arctic that emerged from

natural variability in the last two decades of theCERES observational record. As a result the

current 20-year observational record is now long enough to provide a robust test of predicted

trends in this key driver of Arctic climate change in climate models despite conventional

wisdom that a minimum of 30 years is needed to determine forced climate trends.

While the total accumulated SW absorption over the Arctic provides a useful measure of

how ice and snow cover losses have in�uenced the energy balance of the Arctic system as a
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Figure 3.15: Accumulated SW trends (a,c), standard deviations (b,e) and signal to noise
ratios (SNR) (c,f) calculated with all-sky (a-c) and clear-sky (d-f) �uxes from CERES-EBAF
over 2000-2019. Di�erences between all-sky and clear-sky conditions are shown in (g-i).
SNR is calculated by dividing the trend by the standard deviation. Stippling represents grid
boxes where trends have emerged in the observational record with 95% con�dence. Note
that trends and standard deviations have units ofMJm−2 since they have not beenweighted

by area.

whole, the impacts of changes in absorbed solar radiation are localized. In turn, increased

solar absorption is in part responsible for increasing SST in locations of sea ice loss, e.g.

Long and Perrie (2017), Timmermans et al. (2018). Recent declines in sea ice and snow

cover exhibit distinct spatial patterns (Fig. 3.13c,d) that induce strong regional variations

in the resulting SWacc responses (Fig. 3.15).
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The largest trends under clear-sky conditions correspond to areas with greatest sea ice loss

over 2000-2019 (Fig. 3.13c), e.g. Barents, Kara, and Beaufort Seas. In these marginal seas,

clear-sky SWacc trends are on the order of 20-30 MJm−2/yr, but reach a maximum of 40

MJm−2/yr in the Kara Sea. Consistent with Fig. 3.14, trends are generally lower over land

masses, with the greatest SWacc trends observed over Northern Canada, approximately 20

MJm−2/yr without clouds. The few areas with negative SWacc trends in Fig. 3.15 corre-

spond to regions that have increasing sea ice (Labrador Sea) or snow cover (northeast and

northwest coasts of Russia) (Fig. 3.13c). Regions without sea ice or snow cover during

March through September, including much of the Atlantic Ocean, have negligible trends.

Clouds decrease the magnitude of SWacc trends by roughly half over both land and ocean

(Fig. 3.15g). Additionally, they reduce the total area of grid cells considered statistically

signi�cant by 33%. Clouds lower the trends around the Barents and Kara Seas by upwards

of 15 MJm−2/year. Clouds also weaken the magnitude of SWacc trend in the Labrador Sea,

west of Greenland, where clear-sky SWacc is decreasing because sea ice is increasing.

Large apparent trends over marginal seas do not, however, automatically guarantee rapid

identi�cation from natural variability since accumulated SW is also the most variable in

these regions. Over regions with seasonal sea ice cover, SWacc standard deviations reach

upwards of 300 MJm−2, which are approximately twice as large as the variability over most

land surfaces. The exception to this ocean-land contrast occurs over theCanadianArchipelago,

that includes both snow and sea ice. Since regions with the largest trends also experience

the largest variability, the SNR is critical for establishing the signi�cance of trends relative



87

to natural variations. High SNR provides a good indication of where trends are statistically

signi�cant with 95% con�dence, indicated with stippling in Fig. 3.15a-f.

In spite of their high year to year variability, themarginal seas exhibit large SNRunder clear-

sky conditions. Clouds not only reduce SWacc over the ocean, they exert a strong in�uence

on its variability, especially on regional scales. In fact, while clouds reduce variability over-

all in Fig. 3.14, two distinct regimes emerge in Fig. 3.15h: clouds decrease variability over

areas with seasonal or perennial sea ice but increase variability over areas that typically re-

main ice free, namely the North Atlantic. Over ocean regions that experience seasonal ice

loss, clouds reduce the variability of SWacc by roughly half, upwards of 150 MJm−2 in the

Barents Sea and Canadian Archipelago. When present, clouds can increase the albedo over

open ocean, but they also increase SWacc variability because they are transient while open

oceanhas low and consistent albedo by comparison. Clouds therefore increase the standard

deviation of SWacc by on the order of +75 MJm−2 relative to clear skies over open ocean.

On the other hand, clouds have the opposite e�ect over sea ice edges. While clouds are

not always present, they persist in time for su�ciently long periods to dampen the albedo

contrast between sea ice and open ocean, in turn reducing SWacc variability.

As a result of these spatial variations, integrating SWacc over all land and ocean areas con-

ceals large regional di�erences in SNR and the time to emergence of trends in absorbed

shortwave radiation thatmayhave important local implications. Across individualmarginal

seas, for example, SWacc trends vary by a factor of two without clouds and a factor of three

with clouds, Tables 3.5 and 3.6. Over most marginal seas, all-sky trends are roughly half
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Table 3.5: Characteristics of all-sky accumulated shortwave radiation over the Arctic do-
mains de�ned in Figure S1. The TTE is the mean number of years needed for a trend
emerge from 300 synthetic time series based on the trend, standard deviation and autocor-
relations. The standard deviation of TTE from the synthetic ensemble is given in parenthe-
ses. Trends that have emerged in the current observational record, are noted with asterisks.
Regions are noted with a + if all-sky and clear-skymean TTE are statistically di�erent using

a students t-test with p<0.05.

Region Trend
[103 PJ/yr]

Std Dev
[104 PJ]

SNR
[dec−1] Autocor TTE [yr]

All Arctic+ 113 86.2 1.3 0.10 16 (4)*
All Ocean+ 79.9 57.8 1.4 0.28 16 (4)*
All Land 33.6 43.8 0.77 -0.21 19 (6)*

Barents Sea+ 4.6 8.2 0.57 -0.11 25 (7)
Kara Sea+ 9.78 8.01 1.22 0.23 18 (4)*
Laptev Sea+ 7.51 8.26 0.91 -0.03 19 (5)*
East Siberian Sea+ 4.72 6.73 0.70 -0.07 21 (6)
Chukchi Sea+ 6.58 8.35 0.79 0.02 21 (6)
Beaufort Sea+ 11.74 13.45 0.87 0.26 23 (5)
Greenland Sea+ 4.62 8.34 0.55 -0.14 24 (7)
Central Arctic Ocean+ 13.99 17.17 0.81 0.22 23 (5)

Europe+ -1.92 17.70 -0.11 -0.52 56 (19)
N.America+ 14.45 16.96 0.85 -0.23 17 (5)*
Greenland 9.90 11.25 0.88 -0.03 19 (6)*
Siberia+ 11.44 24.85 0.46 -0.26 26 (8)
Eurasia+ 9.28 36.96 0.25 -0.44 35 (11)

of their clear-sky counterparts. The only exception is the Barents Sea where the all-sky

trend is about a quarter of that in clear-skies trend because of persistent cloud cover Liu

et al. (2012). The impact of clouds is less consistent over distinct land regions. SWacc trends

over North America, Siberia and Eurasia are diminished by clouds, but the SWacc trend is

actually increased by clouds over Greenland where cloud cover and snow cover have de-

creased in concert along the northeast edge of the ice sheet Hofer et al. (2017). SWacc trends

over northern Europe are negligible regardless of cloud cover despite signi�cant declines
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Table 3.6: As in Table 3.5 but for clear-sky SWacc.

Region Trend
[103 PJ/yr]

Std Dev
[104 PJ]

SNR
[dec−1] Autocor TTE [yr]

All Arctic+ 192 116 1.6 0.10 14 (4)*
All Ocean+ 134.8 69.9 1.9 0.04 11 (3)*
All Land 57.0 53.5 1.1 0.17 19 (4)*

Barents Sea+ 17.4 13.2 1.32 0.24 17 (4)*
Kara Sea+ 19.87 13.18 1.51 0.34 17 (3)*
Laptev Sea+ 14.66 13.06 1.12 -0.24 14 (5)*
East Siberian Sea+ 9.05 11.24 0.81 -0.2 18 (6)*
Chukchi Sea+ 13.48 8.97 1.50 -0.14 12 (4)*
Beaufort Sea+ 17.85 16.22 1.10 0.03 17 (4)*
Greenland Sea+ 9.01 9.08 0.99 0.04 18 (5)*
Central Arctic Ocean+ 14.73 20.80 0.71 0.2 26 (6)

Europe+ 0.28 11.74 0.02 0.08 224 (50)
N.America+ 30.18 24.92 1.21 -0.19 14 (4)*
Greenland 6.56 10.99 0.60 -0.37 20 (7)*
Siberia+ 17.13 21.64 0.79 0.22 23 (5)
Eurasia+ 16.72 28.98 0.58 0.19 28 (6)

in snow cover (Fig. 3.13d) possibly owing to the relatively high re�ectance of the underly-

ing tundra. Regional di�erences are also evident how cloud in�uence SNR. Clouds reduce

SNR over the Barents, Chukchi, and Greenland Seas as well as over Siberia and Eurasia,

while the impact is smaller or even reversed over other regions.

Over the much of the Arctic Ocean, the primary impact of clouds on absorbed solar radia-

tion is to lower the SNR and, in turn, increase the time needed to detect trends. Clear-sky

SWacc trends have emerged in the CERES-EBAF record over all marginal seas, listed in Ta-

bles 3.5 and 3.6, but clouds have masked those trends from being statistically signi�cant

for two thirds of the marginal seas (Barents, East Siberian, Chukchi, Beaufort, Greenland,

Central Arctic). Trends in the Laptev and Kara Seas are statistically signi�cant with 18-19
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(±4-5) years of observations, a relatively short time period. However, in the Barents Sea

where sea ice trends are large, ubiquitous cloud cover reduces the local SWacc trends much

more than the interannual variability, decreasing the SNR (Fig. 3.15g-i) and substantially

increasing the TTE (Tables 3.5 and 3.6). Based on the measured trends and corresponding

variability, clouds are also expected to delay the time needed to detect trends in the East

Siberian Sea and Chukchi Sea by three and nine years, respectively, enough to mask trends

that would otherwise have been detectable in the current satellite record. Clouds have lit-

tle e�ect on the estimated time required to detect SWacc trends in the central Arctic Ocean

where perennial sea ice persists (Fig. 3.15) and clear sky trends have not yet emerged.

However, if observed changes from the past two decades in the central Arctic Ocean persist

into the future, clouds may accelerate the detection of SWacc trends, although this result is

highly uncertain.

There are also two distinct regions of cloud impacts on absorbed solar radiation over land.

Clouds impact North America in a similar manner as over the marginal seas, reducing

SWacc SNR and increasing the TTE. Based on Fig. 3.15g, clouds decrease SWacc trends over

continentalNorthAmerica but do substantially impact their variability. From June through

September most land surfaces contribute little to the TOA albedo (Sledd and L’Ecuyer,

2019), so the transient nature of clouds can again provide intermittent contrast to the rela-

tively dark surface albedo. However, while clouds have increased TTE over North America

by several years, all-sky SWacc trends have still emerged in the existing satellite record. This

is true along the coast of Eurasia as well, but SWacc trends have not emerged over Europe,

Siberia, or Eurasia.
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Clouds have a distinctly opposite e�ect on SWacc over the Greenland ice sheet that resem-

bles their impact on the central Arctic Ocean. Accumulated SW trends increase slightly

under all-sky conditions compared to clear-sky (+5 MJm−2/year), and clouds slightly de-

crease SWacc variability. The net e�ect is that the SNR of SWacc over Greenland actually in-

creases with cloud cover, and trends are signi�cant under all-sky and clear-sky conditions.

Recent studies suggest decreased cloud cover over the Greenland ice sheet, which could

reduce the TOA albedo and lead to more SW absorption (Comiso and Hall, 2014, Hofer

et al., 2017). Some caution is required interpreting these results over Greenland, though,

as biases in CERES-EBAF radiation have been documented over the Greenland ice sheet

(Lenaerts et al., 2017).

3.4.2 Discussion and Conclusions

The 20 year CERES record is now long enough to have de�nitively measured recent in-

creases in total all-sky absorbed shortwave radiation in the Arctic. While clouds generally

act to reduce the magnitude of SWacc trends, and increase the number of years required

to measure a trend relative to a clear-sky scenario, sea ice and snow cover have declined

su�ciently that their impacts on absorbed solar radiation have emerged in the two decade

observational period, in both clear-sky and all-sky conditions. Although 20 years is a short

observational period for trend detection, (Landrum and Holland, 2020) found that sea ice
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has already declined so much in the satellite era that it is signi�cantly di�erent than pre-

industrial conditions during this time period. However, even though sea ice largely deter-

mines the pan-arctic surface albedo, it was not obvious that such changes directly mani-

fest themselves in the TOA energy budget due to the substantial in�uences of intervening

clouds. This work demonstrates that the solar energy input into the Arctic has de�nitively

increased as a result of these sea ice losses over the modern satellite era.

Clouds have, however, masked SWacc trends from emerging over most of the marginal seas

individually, except for the Kara and Laptev Seas. Clouds uniformly decrease SWacc trends

over surfaces with declining surface albedo due to snow and sea ice loss, but, clouds’ in�u-

ences on interannual variability fall into two distinct regimes. Clouds decrease variability

where the surface changes during the melt season, such as the marginal ice zone, but they

increase variability wherever the surface has a consistent albedo, such as open ocean in

North Atlantic.

Clouds have comparatively little in�uence on the detection of SWacc trends over Arctic

land as a whole with increases emerging in the last year of the current CERES record.

Yet, clouds have masked increased solar absorption in all individual land domains studied,

except North America which exhibits the strongest trends and more modest interannual

variability. These results suggest that the emergence of trends in solar absorption by Arctic

land regions has been driven by snow cover changes in North America.

These �ndings generally agree with previous work. Hartmann and Ceppi (2014) also found

large trends in the Beaufort Sea and Canadian Archipelago using all-sky TOA �uxes. In
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comparison, Wu et al. (2020) found lower trends in June, August and September over

marginal seas in the Arctic. Perovich et al. (2007) observed the largest trends in the Paci�c

sector, from the East Siberian Sea into the Beaufort Sea, and Letterly et al. (2018) found

this same region to have strong trends in June and September. We found lower trends in

most of the Paci�c sector, except for the Beaufort Sea. Our work shows greater trends in

the Kara and Laptev Seas compared to Perovich et al. (2007), but agree with Letterly et al.

(2018) during the spring and early summer, which are months with signi�cant incoming

SW. While earlier work found clouds had small impact on SNR when calculated using the

entire Arctic, we expose a more nuanced picture. As in Sledd and L’Ecuyer (2021), clouds

reduce the magnitude of trends even on regional and local scales, but we �nd that clouds

have varied impacts on SWacc variability, either increasing it over consistently dark open

ocean or decreasing it over the marginal ice zone. This suggests pan-arctic studies may in-

advertently miss important regional di�erences that are critical for de�ning local surface

and temperature responses.

Because clouds account for themajority of theTOAalbedo in theArctic (Sledd andL’Ecuyer,

2019), any changes in cloud cover impact SW absorption. Earlier studies found positive

trends in spring and summer from APP-x over 1982-2000 (Wang and Key, 2005), and from

AVHRR, cloud cover over the Arctic is slightly declining over 1981-2012, but the trends are

small during summer while the variability is high (Comiso and Hall, 2014). Using cloud

variables available in CERES Edition 4.0, Choi et al. (2020) found no signi�cant trend in

cloud fraction. However, passive sensors underestimate cloud fraction, on the order of 10%

in spring and summer compared to active sensors, e.g. CloudSat and CALIPSO (Chan and
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Comiso, 2013). Using such active sensors, no statistically signi�cant trend in Arctic cloud

cover has been determined (Kay et al., 2016), but the length of this satellite record is still

quite short, beginning in late 2006. Ultimately, longer data records are needed to determine

how cloud cover is changing in the Arctic.

Of the regionswhere trends have not yet emerged, many are predicted to emerge in the next

decade. The continuation and continuity of satellite measurements over the Arctic will be

critical for determining if and when such trends emerge and to continue monitoring the

impacts of climate change in the Arctic. The Libera mission will be key to maintaining this

consistent record.
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Chapter 4

Connections between Arctic TOA

albedo and SW trends in CMIP6

4.1 Preface

Previously we found that the atmosphere, namely clouds, are responsible for at least two

thirds of the planetary albedo over the Arctic, depending on the month, despite highly re-

�ective surfaces being present. Our �ndings also suggest that clouds dampenmonthly vari-

ability in the planetary albedo. On interannual time scales, clouds reduce the magnitude

of SW absorbed over the melt season, the magnitude of accumulated SW trends, and the

detectability of those SW trends. Clearly, the TOA albedo impacts SW accumulation. In
*This chapter is part of a manuscript being prepared for submission with coauthor T. S. L’Ecuyer.
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this section we explicitly connect those ideas by documenting what the albedos and TOA

albedo partitions look like in CMIP6 models, both the mean states under historical forcing

as well has broad changes under SSP585. The relationships between albedos and sea ice

area (SIA) are then explored and connected to SWacc TTE to highlight the range of behav-

iors present in CMIP6. Finally, we end by relating all-sky SWacc (SWall) TTE to broader

model behavior. Comparisons to observations are included where appropriate.

4.2 Methods

This chapter uses observations fromCERES-EBAFandNSIDCaswell as output fromCMIP6

SSP585, as described in Chapter 3.

This chapter also uses methods from the previous chapters, both TOA albedo partitioning

(Chapter 2) and SWacc TTE (Chapter 3). Following the second analysis in Chapter 3, we

calculate SWacc at the TOA for clear-sky and all-sky conditions. We restrict the years used

to calculate SWacc 1-lag autocorrelations and standard deviations to the overlap between

the CMIP6 historical record and CERES-EBAF observational record, 2000-2015. This has

a limited impact on TTE compared to the results in Chapter 3. Trends are still calculated

over the 21st century, 2000-2100.

In addition to SWacc, we also de�ne an accumulated re�ection variable. SWrefatm is the total

SW energy that the atmosphere re�ects during the melt season, similar to SWacc:
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SWrefatm =
9∑

m=3

∑

i,j

(�patmSW
↓)i,j × Ai,j × tm, (4.1)

where �patm is again the atmospheric contribution to the TOA albedo, SW↓ is the incoming

SW at the TOA,Ai,j is the area in gridbox i, j, and tm is the number of seconds in monthm.

SWrefatm helps connect our analysis between the monthly albedo partitioning and seasonal

SWacc TTE frameworks.

4.3 Results and Discussion

4.3.1 CMIP6 albedo partitioning mean state

Across this CMIP6 ensemble, models have broad agreement on the seasonal cycle and rel-

ative magnitudes of TOA and surface albedos and TOA albedo contributions. Figure 4.1

shows monthly albedos and contributions averaged over 2000-2015. Observations (solid

red line) fall within the model ensemble for each variable over the melt season, the one

exception being the TOA albedo in March (Fig. 4.1a). The surface albedo has the great-

est range between models in late summer, 0.16 in September. However, the actual surface

contribution to the TOA albedo has a narrow range in late summer, <0.05, since all mod-

els agree that the surface adds little to the planetary albedo at this point in the year. Its

largest range is during spring, but the spread is less than 0.10. The atmospheric contri-

bution always has a greater range than the surface contribution, up to 0.13 in July and

August. Model di�erences in the TOA albedo contributions have some compensating be-

havior, though, since the TOA albedo has a slightly narrower range across models than
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Figure 4.1: Monthly means (left column) and standard deviations (right column) of TOA
and surface albedos and TOA albedo partitions in CMIP6 during the melt season, March
through September. Values are calculated from historical forcing years 1900-2015 and av-

eraged over the area north of the Arctic Circle.
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atmospheric contribution, at most 0.11 in August.

While this ensemble does reasonably well capturing themean behavior of albedo partition-

ing in the Arctic, some models do show unique behaviors. INM-CM5-0 and INM-CM4-8

(dashed light and dark blue lines in Fig. 4.1) have the lowest amplitude change in the

surface albedo cycle, with relatively low surface albedo in spring but high values in late

summer. This behavior is largely due to the cycles of sea ice area (not shown). INM-CM5-0

and INM-CM4-8 also have the low TOA albedo means in spring and smaller di�erences

between their minima and maxima (Fig. 4.1a). This is due not only to the low surface

albedo, but also the low atmospheric contribution (Fig. 4.1b). NESM3 (dashed dark pur-

ple) displays the opposite behavior, with larger albedo di�erences during the melt season.

The atmospheric contribution in particular has an unusually sharp decline between early

spring and later summer (Fig. 4.1c; 0.06 drop from May to June). The large amount of sea

ice and snow cover in EC-Earth3 and EC-Earth3-Veg (solid rose and dark purple) lead to

higher surface albedos and surface contributions in spring, although this is compensated

by a lower than average atmospheric contribution to give a moderate TOA albedo. This is

all to say that "broad agreement" only extends so far.

In addition to the raw value of the atmosphere and surface contributions, it is also instruc-

tive to calculate the percentage the surface and atmosphere each account for in the TOA

albedo, found by dividing each contribution by the TOA albedo before averaging over the

Arctic. In Fig. 4.1 the surface and atmospheric contributions sum to the TOA albedo, while

in Fig. 4.2 the values sum to 1. Before, we observed that the atmospheric contribution was
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Figure 4.2: Fraction of the TOA albedo contributed by the atmosphere (a) and surface
(c) over 2000-2015 in CMIP6 and observations (CERES-EBAF), March through September.
Di�erences between historical and end of century (2080-2100) fractional TOA contribu-

tions are shown in (b) and (d), calculated with SSP585.

larger than the surface contribution throughout the melt season, and in Fig. 4.2a we now

see that on average the atmosphere accounts for at least 65% of the TOA albedo in late

spring and up to almost 95% of the TOA albedo by the end of summer. In observations the

atmosphere contributes on average about 70% of the TOA albedo in April and over 90% in

September. Thus, the surface accounts for a relatively small percent of the TOA albedo. For

some models, e.g. NESM3 and BCC-CSM3-MR, the surface accounts for about 20% of the

TOA albedo at most (Fig. 4.2c). Models show an approximately 15% range in spring, but

the spread decreases in late summer as all models show the atmosphere dominating the

TOA albedo. Compared to observations, many models may actually be overestimating the



101

mean contribution from the atmosphere. Correct surface albedo, namely sea ice, is critical

for the surface energy balance, but models also need to correctly represent the intervening

atmosphere to accurately model the TOA energy balance.

We also �nd that the atmosphere growsmore importantwith rising greenhouse gas concen-

trations. Figures 4.2b and d show changes in percent contributions from the atmosphere

and surface over the 21st century. All models predict that the atmosphere contributes a

larger percentage of the TOA albedo because sea ice and snow cover decline. Typically,

models that show the surface contributing a higher percentage of the TOA albedo expe-

rience greater changes with higher greenhouse gases, e.g. EC-Earth3 and EC-Earth3-Veg

(solid rose and dark purple). Some of the largest changes occur in spring, up to 15% inMay,

even though sea ice declines the most in late summer and fall. By late summer the surface

contributes so little that there is not much room for further decline.

4.3.2 Sea ice and SW albedos

There is broad consensus across CMIP6 that the surface albedo is highly correlatedwith SIA

over the historical period (Fig. 4.3a). In June (yellow markers) correlations are all greater

than 0.7, and in August and September (blue and black) correlations are above 0.9 for all

models. This agreement makes physical sense as less bright sea ice means more dark open

ocean. That agreement does not extend to the TOA, though. In Fig. 4.3a, correlations be-

tween the TOA albedo and SIA range from below 0.3 to above 0.8 in June through Septem-

ber (y-axis range). This spreadmeans that in somemodels the TOAalbedo is strongly linked



102

to the surface and sea ice (EC-Earth3, EC-Earth3-Veg, MRI-ESM2-0), while in other mod-

els the response is relatively weak (MPI-ESM1-2-HR, MPI-ESM1-2-LR, BCC-CSM2-MR).

Apparently in those models, what happens at the surface stays at the surface.

The surface and atmospheric contributions to the TOA albedo both exhibit large spreads in

their correlations to SIA. The surface contribution correlations with SIA range from about

0.2 to 0.9 (Fig. 4.3b), and the atmospheric contribution ranges from -0.1 to 0.6 (Fig. 4.3c),

although correlations with magnitudes less than 0.18 are not statistically signi�cant at the

95% con�dence level (shaded region in Fig. 4.3c). The largest correlations between surface

contributions and SIA are associated with strong TOA albedo correlations, but below ∼0.8

there is a fair amount of spread in Fig. 4.3b. Some correlation with SIA from the atmo-

spheric contribution is also needed for high SIA-TOA albedo correlations. For example,

in September BCC-CSM2-MR (⬢) has a signi�cant correlation between the surface con-

tribution and SIA (0.7), but the atmospheric contribution has essentially no correlation to

SIA (∼-0.1). This leads to its TOA albedo correlation to SIA being one of the lowest in this

ensemble (0.3). The requirement for an atmospheric response to SIA changes in order for

the TOA albedo to also respond is consistent with the fact that the atmosphere contributes

a large percentage of the TOA albedo (4.2).

However, correlations cannot tell us the magnitude of how the TOA albedo responds to

SIA. For that we turn to the sensitivity of TOA and surface albedo to changes in sea ice

area, found by regressing albedos against SIA for each month from June through Septem-

ber over 1900-2014 (Figure 4.4a) and 2000-2014 (Figure 4.4b). In all models, the surface



103

Figure 4.3: Correlations between albedos and SIA as they relate to each other during sum-
mer months. Correlation coe�cients are calculated over the historical period, 1900-2015,
using detrended anomalies. Correlation coe�cients with magnitudes greater than 0.18 are
considered statistically signi�cant using a t-test with 95% signi�cance level; shading in c)

indicates statistically insigni�cant correlations.

albedo is more sensitive to changes in SIA than the TOA albedo in summer and fall (trans-

parent versus solid shading), consistent with observations (Sledd and L’Ecuyer, 2019). The

magnitude of the TOA response to SIA changes is strongly related to the magnitude of the

surface albedo response (Fig. 4.5a), though. Across models in the full historical period,

the surface-SIA sensitivity di�ers by approximately a factor of two in June-September in

Fig. 4.4a. Inter-model di�erences in surface albedo responses are likely due to the di�erent

representations of sea ice that impact its albedo. TOA and surface albedo sensitivities are

positively related (Fig. 4.4a), particularly for June (yellow) and September (black). While
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Figure 4.4: Sensitivity of TOAand surface albedos to sea ice area (SIA) in summermonths.
Sensitivity is found from the regression of each albedo against SIA for a givenmonth across
the historical time period, 1900-2015 (a) and the overlap with the CERES observational

record, 2000-2015 (b).
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Figure 4.5: Regressions of TOA albedo sensitivity to SIA against the sensitivity to SIA
of the surface albedo and TOA albedo partitions. Slopes that are statistically insigni�cant

(p>0.05) are indicated by translucent shading, notably in c).

the TOA albedo is always less sensitive than the surface albedo in CMIP6, the sensitivities

vary by a greater factor, up to 5x in September between BCC-CSM2-MR and EC-Earth3-

Veg. For example, we can compare the responses of INM-CM5-0 and CESM2 in June, with

TOA albedo sensitivities of approximately 0.5 and 2.5 %/106 km2, respectively. Assuming

average incoming SW at the TOA of 500Wm−2, if bothmodels had onemillion km2 less sea

ice, all else being equal, the change in absorbed SW (∆ SWabsorbed=-∆�TOA*SW↓ ) would be

2.5 Wm−2 in INM-CM5-0 and 12.5 Wm−2 in CESM2, on average.
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Observations also have signi�cant sensitivities, but some caution is warranted when com-

paring them toCMIP6. Figure 4.4b shows sensitivities calculated over the historical overlap

with CERES observations, 2000-2014. FromCERES, albedo sensitivities are highest in June

at the surface and TOA, then stay lower through the end of the summer. Observational sen-

sitivities of both surface and TOA albedos are greater than most CMIP6 values. However,

CMIP6 albedos are often less sensitive to SIA over 2000-2014 compared to the full historical

record. A few models even display negative relationships between TOA albedos and SIA,

e.g. CESM2-WACCM, INM-CM5-0, MPI-ESM1-2-HR. Across models, TOA sensitivity is

unrelated between the time periods (not shown). The observational time period has fewer

years, and therefore less SIA variability, than the full historical record.

We can further break down the sensitivity of the TOA albedo into the response of the at-

mosphere and surface. In our albedo partitioning framework, the TOA albedo is a sum of

contributions from the surface and atmosphere, so we can quantify each of their relation-

ships to SIA changes, shown in Fig. 4.5 for 1900-2014. The range of sensitivities across

the CMIP6 ensemble decreases from June to September. All models have signi�cant, if

small, surface contribution sensitivity to SIA over the historical period (Fig. 4.5b). This

makes sense because the surface contribution depends on the surface albedo. The atmo-

spheric contribution is a di�erent matter. Some models (EC-Earth3-Veg, IPSL-CM6A-LR,

MRI-ESM2-0) do have statistically signi�cant positive relationships between SIA and the

atmospheric contributions (Fig. 4.5c). Most other models show noise. It is a clear di�er-

ence in model behavior that SIA may or may not impact the magnitude of atmospheric

contribution, though.
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Figure 4.6: Sensitivity of TOA albedo to SIA as it relates to the ratio of all-sky to clear-sky
SWacc TTE in September calculated with SSP585.

4.3.3 SW albedos and trend detection

In Chapter 3 we found that clouds delay SWacc TTE in observations but not in all models,

and we speculated this had to do with predicted cloud changes or possible feedbacks that

ampli�ed surface albedo changes. Here we see that in models where the atmospheric con-

tribution shows a low response to SIA in September, the all-sky SWacc trend takes relatively

longer to emerge than the clear-sky SWacc trend (Fig. 4.6). This relationship is strongest

for models with clear to all-sky TTE ratios less than one (below the dashed horizontal line

in Fig. 4.6), although there are a few exceptions, e.g. INM-CM5-0 (◯) and NorESM2-LM

(▽). Recall that SWacc represents the net input of SW energy at the TOA into the Arc-

tic system over the melt season, March through September. SIA reaches its minimum in

September, which is the result of energy exchanged throughout the preceding melt season,

including SW, so it is not unreasonable for there to be a connection across these di�erent

time scales. And while Fig. 4.6 is not de�nitive, it is suggestive that there is a relationship

between the atmospheric contribution and SWacc TTE.
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Therefore we turn to SWrefatm , the total sum of SW radiation re�ected by the atmosphere

over the melt season (Eq. 4.1). The more SW energy the atmosphere re�ects than the

surface, the greater the ratio between mean SWacc with and without clouds across CMIP6

models (Fig. 4.7b). This relationship is largely determined by the mean SWrefatm , for a

model (Fig. 4.7a). The less the atmosphere re�ects over the melt season, the closer clear-

sky and all-sky SWacc are to each other; the removal of clouds has a smaller impact when

they do not re�ect asmuch SW to beginwith. The inverse is also true: when the atmosphere

re�ects more SW, there is a greater di�erence between mean all-sky and clear-sky SWacc.

In turn the standard deviation of SWrefatm in�uences if clouds increase or decrease SWacc

variability across models. This is notable because the relative noisiness of all-sky versus

clear-sky SWacc is amain factor inwhether clouds increase or decrease SWacc TTE. If clouds

increase the SWacc variability, they can increase the TTE because it takes longer for a trend

emerge from a noisier timeseries, and vice versa. SWrefatm standard deviations vary by al-

most a factor of three across CMIP6 models in Fig. 4.7c. Models with the greatest SWrefatm

standard deviations (MPI-ESM1-2-LR and NESM3) are the only models where clouds in-

crease the variability of SWacc, i.e. the ratio is less than 1. Inmodels where the atmospheric

re�ectivity is less variable, clouds decrease SWacc variability (ratio>1). In observations

clouds slightly decrease SWacc variability when averaged over the full Arctic, although the

regional impact of clouds on SWacc depends on the underlying surface (Chapter 3). Model

biases could be directly from their representations from clouds as well as from the under-

lying distribution of sea ice and snow cover.
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Figure 4.7: Total SW re�ected due to the atmosphere (Atm SWref) as it relates to accu-
mulated SW (SWacc) ratios of all-sky to clear-sky for a) means, b) standard deviations, and
c) trends and time to emergence (TTE). SWacc TTE are calculated using SSP585 over 2000-

2100.

Furthermore, the ratio of clear-sky to all-sky TTE has a negative relationship with the

SWrefatm trend over the 21st century (Fig. 4.7d). All of these models agree that the total

SW re�ected by the atmosphere decreases in the future, but the magnitude of that decline

ranges from essentially zero (BCC-CSM2-MR, ⬢) to about -0.7×106 PJ/decade (CESM2-

CAM5 and CESM2-WACCM,▲ and△). From Eq. 2.4 back in Chapter 2, the atmospheric

contribution does depend on multiple re�ections from the surface, so with a lower surface

albedo there would be less upwelling SW at the surface and consequently a lower amount

of SW re�ected by the atmosphere to space over the melt season. This is in spite of the fact
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Figure 4.8: Relationship between all-sky SWacc TTE and equilibrium climate sensitivity
(ECS) in CMIP6. ECS values are from Zelinka et al. (2020), calculated using the Gregory
method. Solid blue line is the mean all-sky SWacc TTE from CERES, and blue shading

represents ∕pm2 standard deviations of TTE.

that the atmosphere does increase as a percentage of the TOAalbedo in the future (Fig. 4.2);

the surface contribution just decreases much more (not shown). Our previous conclusions

in Chapter 2 attributed TTE ratios to cloud fraction (CF) trends (Fig. 3.10). These results

complement those earlier ones by showing that models with greater declines in CF, e.g.

CESM2, have corresponding drops in SWrefatm . As previously noted, other cloud properties

besides CF, e.g. phase and opacity, likely in�uence SW re�ection over the 21st century, but

an analysis of those variables is beyond the current scope of this work.

4.3.3.1 SWacc TTE and Equilibrium Climate Sensitivity

We saw previously in Chapter 3 that all-sky TTE had a negative relationship with global

temperature change over the 21st century— SWacc trends emerge sooner inmodels that ex-

perience greater global warming— demonstrating a connection between Arctic and global

climate change. All-sky TTE also shows a (loosely) negative relationship to the expected
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warming due to a doubling of CO2, i.e. the equilibrium climate sensitivity (ECS) (Fig. 4.8).

ECS values are from Zelinka et al. (2020), calculated using the Gregory method. The ex-

pected mean all-sky SWacc TTE from observations is shown in blue at 22 years, with ±2

standard deviations shaded (±12 years). Broadly speaking, in models with higher ECS,

SWacc trends take a shorter time to emerge. The six models with ECS above 4.5 K have

an average all-sky SWacc TTE of 10 years, and the models with the highest ECS (CanESM5

and CESM2) show TTE outside the observational uncertainty. Models within one standard

deviation of observations (16-28 years) have ECS below 3.5 K. The exception in our CMIP6

ensemble is MIROC6 (♦), that has both a low ECS and short TTE.While Fig. 4.8 is far from

being a useful emergent constraint, it is interesting to see any sort of association between

Arctic SW trends and broader model characteristics.

4.4 Conclusions

As we expected, albedo partitioning does align with our TTE framework: in models with

greater SW re�ection by the atmosphere there is a greater di�erence between all-sky and

clear-sky SWacc and TTE. Althoughmost models generally agree on seasonal cycles of albe-

dos, there is still a 10-15% of range in monthly means. There is an even larger spread in

relationships between albedo and SIA. All the CMIP6 models have strong correlations be-

tween SIA and the surface albedo (>0.7), but the responses of TOA albedos to SIA vary

markedly. In some models the TOA albedo is strongly correlated to SIA, just as the surface

albedo is, but in other models the TOA albedo is disconnected from changes at the surface.

The di�erent model behavior is linked to how the atmospheric contribution responds to
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changing SIA. Thus, correctly modeling the atmosphere is needed for accurately capturing

the TOA energy balance variability and response to SIA decline.

Our �ndings further linked changes in the atmospheric contribution over the 21st century

to ratios of clear-sky to all-sky SWacc TTE. When the atmosphere re�ects more SW, there

is a greater di�erence between mean all-sky and clear-sky SWacc. As the atmosphere con-

tributes a larger percentage of the TOA albedo, its changes may in�uence our ability to

detect SW trends. Additional analysis could be done to link CF trends and mean state with

trends in SWrefatm . Futureworkwill include a comparisonwithCMIP5models to document

albedo partitioning across CMIP generations.
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Chapter 5

The in�uence of clouds on Arctic SST

in CESM2

5.1 Preface

The previous chapters investigated how clouds can impact the Arctic energy budget, with

a particular focus on solar radiation. Now we turn to what those radiative e�ects of clouds

can mean for the physical environment, speci�cally upper ocean temperatures. Declining

sea ice in the Arctic means there is more open ocean for longer periods of time. Previous

work has looked at how radiative anomalies and clouds can impact sea ice variability, �nd-

ing that LWanomalies and increased cloud cover can precondition sea icemelt in the spring

and SW anomalies dominate in the summer (Huang et al., 2019, Kapsch et al., 2014). But
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the timing of when radiative anomalies have the largest impact on SST maxima likely dif-

fers from that for sea ice. While LW radiation can precondition sea ice in spring and in turn

cause more melt in summer, the presence of sea ice insulates the underlying ocean from

the atmosphere. Similarly, the amount of SW radiation that reaches the ocean through sea

ice is less than what can be absorbed for open ocean (Perovich et al., 2007), meaning that

how radiative �uxes drive sea ice loss may not apply equally for ocean heat uptake. For

example, 2012 has the lowest SIE minimum on record, followed by 2007, but 2007 had SST

anomalies in the Paci�c sector that were nearly three times greater than in 2012 (Steele and

Dickinson, 2016).

Motivated in part by the di�erences between 2007 and 2012 melt seasons,Steele and Dick-

inson (2016) determined that the timing of when sea ice begins melting and fully retreats

are connected to fall SST maxima in the Paci�c Basin of the Arctic. Anomalously early ice

retreat is linked to anomalously high SSTs due to increased energy input into the ocean sur-

face, as was the case in 2007. However, there was no discussion of how the energy balance

can be in�uenced by clouds, which have been linked to the low sea ice extent in 2007 (Kay

et al., 2008). The surface energy budget largely determines heat uptake in the Arctic Ocean

(Steele et al., 2010), and clouds are a key control of the Arctic surface energy budget (Kay

and L’Ecuyer, 2013). Here we investigate if clouds can in�uence fall SST in the Arctic using

the Community Earth SystemModel, version 2 (CESM2). We ask if clouds can a�ect ocean

surface warming in the Arctic, and if so is it through warming or cooling e�ects? And do

the impacts of clouds on SST change with a warming climate? We use model experiments
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with variable CO2 concentrations to answer these questions and show how the in�uence

of clouds on upper ocean temperatures may increase with rising greenhouse gases.

5.2 Methods

5.2.1 CESM2

We use the CESM version 2.1.3 (CESM2; Danabasoglu et al. (2020)) for this work with the

following components: Community Atmosphere Model version 6 (CAM6), Parallel Ocean

Program (POP) version 2, Community Land Model (CLM) version 5.0, Los Alamos Sea

Ice Model (CICE) version 5, OAA WaveWatch-III ocean surface wave prediction model

(WW3), Community Ice Sheet Model (CISM) Version 2.1, and Model for Scale Adaptive

River Transport (MOSART). All models runs are fully coupled with nominal atmosphere

grid resolution 0.9x1.25 degrees. The �rst 100-year control run uses pre-industrial forcing,

nominally year 1850 with 284.7 ppm CO2 concentration, hereafter the PI-control. Addi-

tional runs were branched from a separate pre-industrial run with 1% annually increas-

ing CO2. Branches were started after years 40 and 140, corresponding the CO2 levels of

424 ppm and 1193.3 ppm, respectively. The former run represents near future conditions

(global average CO2 concentrations were 409.8 ppm in 2019 (Lindsey, 2020)), and the for-

mer is roughly 4x pre-industrial CO2 concentration. These branches were each run for 50

years with constant CO2 levels and additional daily output, including daily SST and SIC on

the atmosphere grid.
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5.2.2 Season de�nitions

To study the impacts of clouds on fall SST, we use several key dates and periods throughout

the year, as de�ned in Steele and Dickinson (2016). These dates are determined using daily

time series of sea ice concentration (SIC) and SST for an individual grid box. These periods

are shown in Fig. 5.1, and as in Steele and Dickinson (2016), a 15-day runningmean boxcar

smoother is applied to daily time series. In a given year, the day ofmelt onset for a grid box is

de�ned as the last day the SIC is greater or equal to 0.95 (vertical blue line in Fig. 5.1). This

date is the start of themelt season. Themelt season ends on the last day the SIC is at or above

0.15, called the day of heat onset (purple line). The heating, or warming, season lasts from

the day of heat onset until the day of maximum SST (SSTmax; orange line). De�ning these

seasons allows for more physical comparisons than monthly lag-correlations often used.

Additional variables - total cloud fraction (CF), cloud liquid water path (LWP), radiative

�uxes - are averaged over these seasons to correlate with SSTmax.

While not a focus of this chapter, a breakdown of themean annual upper ocean heat budget

for a �xed depth is included. From Yeager (2020), the total temperature tendency is given

by:

∫
�

D

)T
)t
dz = −∫

�

D
∇ ⋅ (uT + u∗T)dz − ∫

�

D
(∇ ⋅ K)dz +

Qnet

�cp
, (5.1)

where D is the �xed depth, � is the sea surface height, T is temperature, u (u∗) is the (sub-

gridscale) velocity,K is the three-dimensional di�usive �ux, Qnet is the net surface �ux, cp
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Figure 5.1: Daily time series of sea ice concentration (SIC; navy) and sea surface temper-
ature (SST; red) for one grid cell (52oN, 280oE) of one year in the pre-industrial control
simulation. The last day SIC is greater than or equal to 0.95, the melt onset, is marked by
the bright blue line, and the last day SIC is greater than or equal to 0.15, the heat onset,
is marked by the purple line. The day of maximum SST is shown by the orange line. This

�gure is adapted from Steele and Dickinson (2016).

is the ocean heat capacity, and � is saltwater density. In Fig. 5.2, the temperature tendency

is integrated over the upper 50 m and summed over ocean grid cells north of 60oN. The net

surface �ux is the sum of terms listed in Fig. 5.2b. In CESM2, ocean heat uptake in the

interior Arctic appears largely dominated by surface �uxesMarch through September (Fig.

5.2a), particularly radiative �uxes (Fig. 5.2b), consistent with observations (Steele et al.,

2010). We thus expect clouds to be able to in�uence upper ocean temperatures because

they can in�uence radiative �uxes.

5.3 Results and Discussion

We know clouds can reduce incoming SW from reaching the surface and increase down-

welling LW. The net e�ect of clouds on the radiation budget, warming or cooling, strongly
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Figure 5.2: a) Annual cycle of ocean heat budget terms, summed over ocean grid cells
poleward of 60oN for the upper 50m in pre-industrial control. b) Individual terms of the
total surface �ux term in (yellow line in a). Shading represents one and two standard devi-

ations.

depends on the time of year, though, due to the strong seasonal cycle of SW in the Arctic.

Figure 5.3 shows the sensitivity of downwelling LW and SW at the surface to cloud LWP,

i.e. the slope of each �ux regressed against LWP, for each day of the year using all ocean

grid cells (land fraction < 0.5) poleward of 60oN. The magnitude of downwelling SW sen-

sitivity (Fig. 5.3b) follows the same seasonal cycle as downwelling SW, with the greatest

magnitude in summer, around day of year (DOY) 150 (June 1=DOY 152), because there is

more incoming SW that can be re�ected for a similar range of LWP. Downwelling LW has

the opposite seasonal cycle in Fig. 5.3a. Its sensitivity to LWP decreases in summer, with a

minimum near the end of July (July 31=212 DOY). During the melt season, the net impact

of LWP on downwelling �uxes (SW↓+ LW↓) has its greatest magnitude (-0.5 Wm−2/gm−2)

over June (approximately 150-180 DOY).

We begin with the mean state of the PI-control run. In the interior Arctic, sea ice begins
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Figure 5.3: Sensitivity of downwelling LW (a) and SW (b) for total grid box cloud liquid
water path (LWP) throughout the year. Sensitivity is calculated from the regression of all

ocean grid cells north of 60o for each day of the year.

melting in April, gradually occurring later moving north, typically May at the highest lat-

itudes (Fig. 5.4a). Heat onset typically occurs in August at lower latitudes, and again is

delayed towards the north pole, as late as September in some areas (Fig. 5.4b). Fnet max-

ima generally occur between these two dates while sea ice is melting in the interior Arctic

(not shown). Around the coast, the average length of the heat season in about a month, but

towards the pole it may only be a few weeks ((Fig. 5.4c). SSTmax is strongly controlled by

the date of heat onset at these high latitudes (Fig. 5.5b), negative correlations meaning that

earlier heat onset leads to warmer SSTmax. The date of melt onset has a weaker relationship

to SSTmax than heat onset (Fig. 5.5a).
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Figure 5.4: PI-control (CO2=287.4ppm) mean date of melt onset (a), heat onset (b), and
length of heat season (c). Di�erences are given for near future (CO2=424ppm; d-f) and

4xCO2 (1139ppm; g-i) values.

While we expected clouds to play a signi�cant role on fall SST, in the PI-control their direct

in�uence is limited. Figures 5.5c and d show correlations between average LWP during

melt and heat phases with SSTmax. Around the interior coast, LWPℎeat and SSTmax have

weak negative correlations, suggesting clouds have a net cooling e�ect on ocean tempera-

tures. The correlations become positive moving poleward, but most of these correlations

are not statistically signi�cant (t-test with 95% con�dence). Regions along the interior coast

are ice-free sooner than further north, so the melt season can occur early enough to expe-

rience a net cooling e�ect from clouds when downwelling SW is highly sensitive to LWP

(Fig. 5.3b). Around the permanent ice edge, if any ocean becomes completely free of ice, it

usually does not begin warming until late in the season when clouds have a net warming
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Figure 5.5: Correlations between SSTmax and day ofmelt onset (DOY SIC<0.95; a,e,i), day
of heat onset (DOY SIC<0.15; b,f,j), cloud LWP during themelt season (LWPmelt; c,g,k) and
heat season (LWPℎeat; d,h,l) for pre-industrial (287.4 ppm; a-d), near future (424 ppm; e-h)
and 4xPI-control (1139 ppm; i-l) CO2 levels. Stippling represents statistically signi�cant

correlations using a t-test with 95% con�dence.

e�ect. In both cases the impact is relatively small, though.

However, clouds can indirectly impact SSTmax during the melt season. In the PI-control,

peak SW sensitivity to LWP occurs when most grid boxes have sea ice that is melting. Dur-

ing this time period, LWPmelt negatively correlateswith SSTmax (Fig. 5.5c), with correlations

typically on the order of -0.5. Increased cloud cover during the melt season has a net cool-

ing e�ect that increases the length of the melt season and delays the starting of the heat

season (not shown). Because the date of heat onset is strongly correlated to SSTmax (Fig.

5.5b), its delay leads to lower SST maxima.
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With higher CO2 concentrations there is less sea ice and earlier ocean warming (Fig. 5.4).

Under a moderate CO2 increase (CO2=424 ppm), heat onset typically occurs a week or two

sooner than in the PI-control (Fig. 5.4e). Earlier melt onset leads to slightly stronger cor-

relations between SSTmax and LWP the melt phase compared to the PI-control, but only

slightly (Fig. 5.5g). The Beaufort, East Siberian, and Laptev Seas have larger negative cor-

relations between SSTmax and LWPmelt compared to the control. Similarly, LWPℎeat and

SSTmax also have greater correlations in this run. The increases are most notable in regions

that consistently become ice free by the end of summer, such as the Barents Sea and along

the coast near the Chukchi and Beaufort Seas. Some areas in the central Arctic Ocean

shows increased positive correlations between LWPℎeat and SSTmax north of the Beaufort

Sea, whereas most other regions have more strongly negative correlations. The heat phase

of this region still primarily occurs when clouds have a net warming e�ect, i.e. LW is more

sensitive than SW, at the end of summer. The relative importance of clouds during themelt

phase compared to the heat phase remains unchanged in the near-future run compared

to the PI-control, though, because the sensitivities of �uxes to LWP are similar (red com-

pared to yellow lines in Fig. 5.3). The one exception is a slight decrease in downwelling LW

sensitivity in fall that could be related to cloud feedbacks (e.g. Morrison et al. (2018)), but

further investigation is needed.

A stronger increase in CO2 causes stronger changes in the relationships between clouds

and SSTmax. With 4xCO2 forcing, correlations between day of heat onset and SSTmax de-

crease inmagnitude compared to the control, from at least -0.8 to less than -0.5. On average,

most grid cells begin warming in June, at least a month earlier than the control simulation,
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around the time the net surface �ux peaks (Fig. 5.4h). This shift in the timing of heat

and melt seasons to earlier in the year means that the peak of SW sensitivity to LWP typi-

cally occurs during the heat season instead of themelt season. Indeed, correlation between

LWPmelt and SSTmax are both weaker (less than |0.3|) and less often statistically signi�cant

compared to the lower CO2 runs (Fig. 5.5k), while LWPℎeat has stronger correlations with

SSTmax throughout the interior Arctic Ocean (Fig. 5.5l). In fact, LWPℎeat-SSTmax correla-

tions are actually higher than DOY heat onset-SSTmax correlations for much of the Arctic

under the 4xCO2 forcing. This change occurs even though downwelling SW is less sensi-

tive to LWP around DOY 150 (navy in Fig. 5.3b) by 0.1 Wm−2/gm−2. With less sea ice in

the 4xCO2 run, there could be fewer multiple re�ections that could lower the SW sensitiv-

ity. Downwelling LW is also less sensitive to LWP in the 4xCO2 run, on the order of 0.05

Wm−2/gm−2 in summer, which could further contribute to the strong negative relationship

between LWPℎeat and SSTmax. LW may be less sensitive to LWP because greenhouse gases

play a larger role in determining LW.

5.4 Preliminary Conclusions and Future Work

From this initial analysis, we �nd that clouds can play a bigger role in determining fall

SST in climate with more CO2. In PI and near-future CESM2, clouds primarily impact

SSTmax indirectly. In these runs, clouds modulate downwelling SW to impact the length of

the melt season and start of the warming season, i.e. fewer clouds allow more sunlight to

reach the surface andmelt sea ice sooner. Clouds during the heat season are less in�uential

on SSTmax than the timing of when the ocean begins warming in these runs. With 4xCO2,
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more Arctic sea ice melts completely and earlier in the summer. This shift in timing allows

clouds to directly in�uence SSTmax by altering the amount of incoming SW and thus the

surface energy budget.

While our preliminary results seem promising, there is still work to be done. Future anal-

yses will include quantifying the in�uence of clouds on the upper ocean heat and surface

energy budgets, as well as exploring any di�erences in clouds between the CO2 experiments

using output from satellite simulators. Thought should also be given to the caveats of this

study. Does CESM2 adequately represent clouds and cloud forcing in the Arctic? And how

realistic and/or relevant are these results given the shortcomings of CESM2, speci�cally the

low sea ice volume?
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Chapter 6

Synthesis

This thesis covers research on Arctic climate, clouds and radiative energy across multiple

data sources. In Chapter 2 we used satellite observations to determine how much the at-

mosphere and surface each contribute to the planetary albedo; quanti�ed the contribution

from clouds and their masking e�ect; and compared the observational results with reanal-

yses. Chapter 3 evaluated how clouds impact SW absorption trends and their detection

in observations and CMIP6, both pan-Arctic and regionally. Chapter 4 bridged the ideas

of TOA albedo partitioning with accumulated SW in CMIP6. Finally, Chapter 5 showed

preliminary results for how clouds can impact SST anomalies in the Arctic by modulating

radiative �uxes in CESM2.

The overarching theme of this work is that clouds are important to the Arctic energy bal-

ance, particularly in determining how much SW is re�ected or absorbed. From satellite
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observations, the atmosphere, namely clouds, contribute at least 60% and up to 90% of the

TOA albedo on average during sunlit months, in spite of the high surface albedos found

in the Arctic. Clouds have a damping e�ect on the seasonal cycle of the TOA albedo, also

making it less sensitive to changes in surface cover; during the melt season the TOA albedo

is roughly half as sensitive to changes in sea ice as the surface albedo. This damping e�ect

leads to less SW being absorbed relative to clear-sky values on a seasonal scale. Over the

full Arctic, clouds have delayed the emergence of SWacc trends beyond the CERES record

because they reduce the magnitude of the SWacc trend. However, regional e�ects of clouds

on SWacc trends and variability di�er based on the surface properties. Clouds reduce SWacc

trends and variability over sea ice, which is consistent with the large impact of clouds on

the atmospheric contribution to the TOAalbedo over such surfaces, but clouds can increase

SWacc variability over open ocean. In CESM2 we looked for the physical results of clouds

modulating radiative �uxes in the Arctic. We �nd that while downwelling �uxes are sen-

sitive to cloud cover, the seasonal cycles of �uxes and sea ice determine when fall SST is

itself sensitive to clouds. We expect clouds to have stronger connections to SST as global

CO2 levels continue to increase, though.

The frameworks presented in Chapters 2 and 3, albedo partitioning and time to emer-

gence, respectively, were also used to benchmark other data sources, namely reanalyses

and GCMs. We found a 10% spread in mean TOA albedo and its contributions across re-

analyses. The sensitivity of the TOA albedo and its contributions to sea ice also vary in

magnitude and sign, suggesting that �uxes from reanalyses may not be considered equiv-

alent to observations in the Arctic. Models participating in CMIP6 have a similar spread
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in albedos as reanalyses, on the order of 10% during the melt season, and they further dis-

agree on how correlated the TOA albedo is to sea ice. These di�erences between models

appear related to the representation of the atmospheric contribution and its response to

sea ice. GCMs further diverge in their predictions of how the atmospheric contribution

may change in the coming decades, although they all agree that it will contribute a larger

percentage of the planetary albedo. These di�erences are surely related to di�erent pro-

jections of cloud cover in the Arctic. Understanding model biases is necessary, although

insu�cient, for improving them. Investigating and comparing GCMs is also important as

those outside academia, and speci�cally policy makers, looks towards climate science to

answer what Earth may look like under possible warming scenarios. While reanalyses and

GCMs can �ll in gaps from the observations, being aware of their limitations is imperative

for using them wisely, both in terms of moving forward and communicating to the public.

Futurework is planned for the unanswered questions that arose inChapters 4 and 5. Albedo

partitioning and SWacc analyses will be repeated in CMIP5 to benchmark any changes be-

tween CMIP generations. Continuing from Chapter 5, work will include further analysis

of how Arctic clouds can impact SST in CESM2 by looking at the upper ocean heat budget

and cloud variables from satellite simulators. The possibility also exists for future studies

on the role of cloud-feedbacks on ocean heat uptake in the Arctic using CESM2. Taken

altogether, this research has laid the groundwork for my understanding of how clouds can

impact radiative �uxes in a changing Arctic, as well as the limitations of available data

sources.
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Appendix A

Supplemental Figures

A.1 Supplemental Figures for Section 3.3

All-sky top of atmosphere (TOAall) and clear-sky surface (SFCclr) accumulated shortwave

(SWacc) time to emergence (TTE), trend, noise and one-lag autocorrelation calculated from

four di�erent time periods for each of the CMIP6 models investigated here using SSP245.

Solid lines represent values from CERES-EBAF. Of the 18 models, six have SFCclr TTE that

are within one standard deviation of each other across all time periods, and seven have

TOAall TTE that are consistent in this way. The results are consistent for SSP585 and if

additional time periods are used.
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A.2 Supplemental Figure for Section 3.4

Figure A.1: Maps of Arctic regions. (left) Area considered land or ocean in the Arctic
based on regridded land fraction variable from NCCEP reanalysis. (right) Individual land
areas and seas used in the text. Eurasia is the total area encompassing Europe and Siberia.
NCEP land masks from ArORIS are also used to determine the individual land regions.
Marginal seas are based on the Multisensor Analyzed Sea Ice Extent regions from the Na-

tional Snow and Ice Data Center interpolated to the ArORIS grid.
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