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ABSTRACT 

 The release of latent heat in the production of clouds and precipitation 

characterizing mid-latitude weather systems can exert a substantial impact on the 

downstream Rossby wave pattern. Recent work has demonstrated that the nature of these 

impacts is strongly dependent upon the manner in which cloud and precipitation processes 

are represented in numerical forecast models. Models approximate the processing of water 

substance within such disturbances using cloud microphysical parameterizations of 

varying complexity. 

 Much prior work has considered the impact of latent heat release in organized cloud 

systems in terms of its contribution to forecast errors in the phase and/or amplitude of 

individual synoptic waves. Such consideration overlooks a related but perhaps more 

fundamental question – namely, what is the impact of such latent heat release on the 

aggregate waviness of the evolving, larger-scale flow? We conduct experiments aimed at 

gaining insight into this question. 

 First, we run a daily quartet of low resolution, 120-h WRF-ARW simulations in 

which we vary the model’s cloud microphysics, cumulus and boundary layer 

parameterizations between the runs. Next, we employ sinuosity as a measure of the 

aggregate 200 hPa waviness over the Northern Hemisphere and consider the waviness 

differences in the light of the varying physical parameterizations in the model. A 

comparison of medium-range forecasts from the maximum and minimum waviness 

episodes from the 2016-17 Northern Hemisphere cold season is made. The analysis reveals 

that medium-range forecasts of waviness are most sensitive to the choice of cloud 
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microphysics parameterization and that variation among the several cumulus 

parameterizations is dominantly controlled by the choice of microphysics package. In 

addition, it appears that a microphysical package of intermediate complexity renders the 

most accurate medium-range forecasts of jet-level waviness. 
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1. INTRODUCTION 
 

 Within numerical weather prediction (NWP) models, a variety of physical processes 

must be parameterized, or approximated by closure assumptions and derived from the model 

state rather than calculated explicitly, because they are highly non-linear, unresolvable at 

model scale, or both. Parameterization impacts both the fidelity of the forecast and the 

depiction of the dynamics of the evolving atmospheric flow as the effect of sub-grid-scale 

processes grows upscale to influence the flow at grid-scale. Due to the current state of 

computer processing, processes such as latent heat release, turbulence, entrainment, and 

boundary layer mixing, must be parameterized in order to approximately represent processes 

that occur on a spatial scale of 2 km or less. In this study, we are interested in the manner in 

which cloud processes on the microscale, such as growth, evaporation, and condensation of 

hydrometeors (and their depiction) affect the large-scale flow. 

 Although microphysical processes occur on scales that are orders of magnitude 

smaller than the mesoscale (a few to several hundred kilometers) or synoptic scale (hundreds 

of kilometers), these processes and their associated energy transformations are critical to 

understanding how weather systems develop and evolve. Since NWP modelers are typically 

designed for simulation from mesoscale to planetary scale, they often employ cloud 

microphysics schemes of varying complexity in an attempt to portray the phase changes 

between water and ice as accurately as possible. These phase changes can directly impact 

how weather systems develop, what intensity they attain, and their surface weather impacts, 

as well as downstream development. Thus, alterations in one parameterization scheme can 

have an influence on other model parameterizations and processes. For instance, a change in 
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the planetary boundary layer scheme may induce changes in the manner by which radiation 

is treated which, in turn, can affect the production of cumulus cloud cover in the model 

through parameterized cumulus convection. Such a cascade of impacts can have a 

cumulative effect exerting substantial influence on the forecast. We will investigate the link 

between parameterized diabatic processes within cloud processes, specifically latent heat 

release, to the downstream synoptic-scale forecast waviness.  

 It is well known that diabatic processes, such as latent heat release, can impact 

Rossby wave structure, either by strengthening elements of the associated wave train or by 

altering the downstream flow waviness (Stoelinga, 1995; Pomroy and Thorpe, 2000; 

Massacand et al., 2001; Joos and Wernli, 2012; Chagnon et al., 2013; Madonna et al., 2014; 

Gram and Archambault, 2016; Joos and Forbes, 2016). Stoelinga (1995) showed that close 

to 70% of the strength of a mature surface cyclone could be attributed to latent heating and 

its subsequent effects of creating positive and negative potential vorticity (PV) anomalies at 

the surface and aloft, respectively. Chagnon et al. (2013) demonstrated that diabatic 

amplification of an upper-level PV wave can result in enhanced baroclinic wave growth of 

up to 10-20%. The impact of latent heating on the PV structure is well understood, but the 

downstream effects, in time, of such latent heating parameterizations on the evolving flow 

is less clear. 

Recent studies have shown there is a link between choice in microphysics 

parameterization and effects on a variety of downstream forecast parameters. Tropical 

cyclone intensity and size have been shown to be sensitive to the selection of the 

microphysics scheme within a model (Chan and Chan, 2016). Dirren et al. (2003) showed 
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that poor representation of the diabatic effects associated with a cyclone can lead to forecast 

error for that cyclone. In addition, such deficiencies impact the model depiction of 

tropospheric PV, leading to errors in the development of the Rossby wave amplitude, 

including a lack of streamer formation associated with wave breaking. These papers, as well 

as others, have investigated the impact that various parameterizations have on specific 

events, such as tropical and extratropical cyclones, extratropical transition, or the impact on 

phase/amplitude errors of individual synoptic waves, but not the impact on the overall 

hemispheric waviness.  

This thesis centers on a comparison of a daily quartet of 120-hour WRF forecasts, 

each employing a different microphysics parameterization, run each day from 1 November 

2016 to 31 March 2017. We specifically examine the 200 hPa aggregate waviness 

throughout each 5-day forecast employing a simple measure known as sinuosity, described 

in detail in Section 3.3. In this way, we determine which microphysics parameterization 

renders the most accurate medium-range forecasts of Northern Hemispheric waviness on 

average. Further experiments are run in a similar manner to examine the influence other 

parameterizations have on the waviness forecast. Finally, experiments in which both the 

microphysics and cumulus parameterizations are interchanged permit a comparison of the 

relative influences of these important parameterizations on forecasts of hemispheric 

waviness. 

The rest of this thesis is organized as follows. In Chapter 2 a background and 

motivation are provided. Chapter 3 includes details regarding the WRF setup employed in 

the study, as well as introduction of the sinuosity metric. In Chapter 4, the results of varying 
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microphysics and cumulus parameterizations on forecasts of 200 hPa aggregate sinuosity 

are presented. Finally, Chapter 5 provides a summary and conclusions, in addition to 

potential future work. 
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2. BACKGROUND 
2.1 Potential Vorticity Modification of the Rossby Wave Structure 
 

The mid-latitude atmosphere is full of large- and small-scale wave phenomena, some 

of which have a direct bearing on the development of the cyclones and anticyclones that 

parade around the hemisphere. The largest of these waves, colloquially known as Rossby 

waves, are an important component of many such developments. Among the several means 

of identifying and tracking these Rossby waves, the potential vorticity perspective is 

particularly amenable to gaining an understanding of how they are influenced by diabatic 

heating. 

The PV in isentropic coordinates is given by: 

    𝐏𝐕 = −(𝜻𝜽 + 𝒇) ቀ
𝝏𝜽

𝝏𝒑
ቁ     (1) 

where 𝜁ఏ is the relative vorticity on a θ surface, f is the Coriolis parameter, and 𝜃 is the 

potential temperature. Neglecting friction, the Lagrangian time rate of change of the PV (Eq. 

1) is: 

             
ୈ

ୈ୲
(PV) =  −g൫ηሬ⃑ ௔ ∙  ∇𝜃̇൯     (2) 

where 𝑔 is the acceleration due to gravity, 𝜂⃑௔ is the 3-D absolute vorticity vector and 𝜃̇ is 

the diabatic heating rate. For most flows of interest, the vertical gradient of diabatic heating 

rate dominates compared to the horizontal gradient, which reduces Eq. 2 to: 

             
𝐃

𝐃𝐭
(𝐏𝐕) =  −𝐠(𝛇𝛉 + 𝐟)

𝛛𝛉̇

𝛛𝐩
      

 (3) 

where −
డఏ̇

డ௣
  is the vertical derivative of diabatic heating.  
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 Using Eq. 3, it follows that positive (cyclonic) PV is generated below the level of 

maximum heating, and destroyed above, as illustrated in Fig. 1. The newly created PV 

anomalies can cause the enhancement of the local horizontal PV gradient, resulting in the 

strengthening (weakening) of a local ridge (trough) feature, an area of locally negative 

(positive) PV. Such destruction of PV above the level of maximum heating was central to 

the analysis of Stoelinga (1995) who showed that negative PV anomalies developed above 

the level of maximum heating, modifying the upper-level PV pattern downstream.  

 

 A second way that latent heat release can impact the Rossby wave pattern is by 

Figure 1: Showing regions where positive and negative PV are generated 
over time due to the influence of latent heat release (indicated by the level 
of maximum heating in the middle of the diagram) initialization in the 
Northern hemisphere. 
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diabatically generated PV altering the winds and in turn affecting the development of waves 

on the jet stream by affecting the PV gradient (Chagnon et al., 2013). Figure 2a shows an 

initial tropopause PV gradient remote from a convective element, represented by 𝑄̇ to signify 

its association with latent heat release. As the convection encroaches on the tropopause PV 

gradient, upper-level PV is eroded on the south side of the original gradient.  As a result of 

this PV destruction, the horizontal gradient of PV in the vicinity of the convective element 

has increased. In Fig. 2b, the effects on the PV gradient in the upper troposphere and 

waveguide are shown: an induced horizontal circulation and a resulting alteration along the 

PV waveguide downstream.   

  

 There is another way in which parcels can impact the tropopause-level PV gradient. 

Though parcels below the level of maximum heating have positive PV tendency, once they 

are above the level of maximum heating through ascent, they acquire a negative PV 

tendency. Thus, even though the total integrated PV change along the parcel path may be 

y 

x 

3 PVU 

1 PVU 

x 

𝑸̇ 

𝑸̇ 

3 PVU 

1 PVU 

Figure 2: Solid black lines indicate the 1, 2, and 3 PVU (1.0 × 10-6 m2 s-1 K kg-1) isertels on the 330 
K surface (~200 hPa). 𝑸̇ represents the location of a cloud element. Red arrows represent the induced 
horizontal circulation on the flow due to the enhancement of the PV gradient. 

a. 
 

b. 
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small, the convergence of parcels with negative (anticyclonic) PV tendencies contributes to 

the upper-level accumulation of negative PV and can aid in the strengthening of the PV 

gradient along the tropopause if accumulation is equatorward of the jet. Parcel ascent on the 

large-scale is often associated with diabatic cloud formation and precipitation processes, thus 

leading to a potential for strong influence on the upper-level PV pattern, and amplification 

of ridges (Joos and Forbes, 2016). This process is most common in warm conveyor belts 

(WCBs), where a large number of parcels are undergoing ascent, and can contribute 

significantly to the negative PV anomaly located near the tropopause level. In areas where 

intense latent heat release is occurring, such as in a developing cyclone, atmospheric rivers 

(ARs), or WCBs, the impact on the PV gradient can be significant, and thus the structure of 

the jet and downstream features can be altered, leading to downstream forecast impacts, 

potentially on a global scale. 

 
2.2 Downstream Impacts 
 

As previously mentioned, the negative PV anomaly created by diabatic processes can 

lead to the enhancement of a local ridge and/or strengthening of the jet stream. Strengthening 

a local ridge through strengthening the PV gradient often leads to the downstream 

development of a trough which can lead to non-linear deformation of material contours, such 

as Rossby wave breaking.  Figure 3 (adapted from Fig. 4 in Grams and Archambault, 2016) 

shows how downstream strengthening of features can occur through upstream latent heat 

release. In Fig. 3a and Fig. 3b, the flow is considered low-amplitude, as the latent heat release 

has just begun. In Fig. 3c and Fig. 3d, the amplitude of the trough (T2) and ridge (R1, R2) 

features downstream of the latent heat release starts to increase. Finally, in Fig. 3e, we can 
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potentially identify a PV streamer (T2), as well as a blocking ridge (R2), both high 

amplitude,  non-linear,  and irreversible  events  which  have  developed  as  a  result  of  the  
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LHR 

LHR 

LHR 

LHR 

Figure 3: From Grams and Archambault, 2016 (their Fig. 4) showing the downstream impact on the 200 
hPa flow due to the latent heat release added from a recurving tropical cyclone. The lines represent 
simulations of the same model run with varying latent heat or convective schemes. The location of the 
latent heat release is identified with “LHR”. T1, R1, etc. represent “trough 1” and “ridge 1”, respectively. 
Times indicate time from model initialization. 

LHR 

a. T+12h preconditioning stage 

b. T+36h ET stage 

c. T+60h 

d. T+84h DS-WCB state 

e. T+108h 
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negative PV created due to the area of high latent heat release. This high amplitude flow can 

often manifest itself in the form of blocking, PV streamer development, as shown in Fig. 3, 

or formation of a cut-off low, as well as increased poleward moisture advection through ARs 

or WCBs (not shown in Fig. 3). Each of these phenomena has distinct, and sometimes 

extreme, impacts on the sensible weather experienced at the surface with the potential to 

bring significant impacts on life and property, and are thus important to accurately forecast. 

These events will be explained below. 

 
2.2.1 Rossby Wave Breaking 
 

There are two types of (Rossby) wave breaking events: deemed LC1 (anticyclonic) 

and LC2 (cyclonic) by Thorncroft et al. (1993), as shown in Fig. 4. During LC1 wave 

breaking, anticyclonic shear on the equatorward side of the jet causes a northeast-southwest 

oriented filament (Fig. 4a), often identified as a PV streamer, which can then break off into 

cut-off vortices (also known as cut-off lows). In LC2 wave breaking, the disturbance remains 

on the poleward side of the jet, and wraps up cyclonically, remaining relatively broad with 

no cutoffs forming (Fig. 4b) (Martius et al., 2007). Wave breaking can lead to a variety of 

impacts on the overall hemispheric Rossby wave structure, both locally as well as far 

downstream, such as the developing of a blocking ridge, PV streamers, and cut-off lows. 

Atmospheric blocking refers to a large-amplitude, quasi-stationary anticyclone in the 

extratropics. These events occur on the synoptic-scale and can cover the entire depth of the 

troposphere, with potential to impact the flow at almost every vertical level. In the summer 

months, blocks can result in drought and anomalously warm temperatures throughout the 
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troposphere. In the winter months, blocking can aid in the advection of polar air masses 

equatorward, leading to cold-air outbreaks. (Pfahl et al., 2015).  

 

Due to the large amplitude of these anticyclones, a trough similar in amplitude often 

develops upstream and/or downstream in response. These high-amplitude troughs, or PV 

streamers, are represented by thin, deformed areas of strong PV gradients on isentropic 

surfaces. LC1-type streamers can be viewed as positive upper-level PV anomalies, and are 

closely linked to surface weather patterns, such as active frontal zones and considerable 

precipitation production, as well as cyclogenesis and poleward moisture flux. Eventually 

these PV streamers undergo an irreversible process known as wave breaking, during which 

enhanced exchange between the stratosphere and troposphere can occur (Martius et al., 

2007).  

Figure 4: From Throncroft et al., 1993 (their Figure 12). Showing the PV-
theta contour (solid) of (a) an LC-1 life cycle and (b) an LC2 life cycle and 
the approximate location of the mean jet (dashed). 
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If a PV streamer becomes of high enough amplitude, a cut-off cyclone can develop. 

Cut-off cyclones are closed circulations with cold cores that are cut-off from the mean 

westerly flow. Their formation is an example of a process that can occur when the synoptic-

scale Rossby wave flow reaches a point of significant instability within the troposphere. A 

cut-off forms when a high amplitude wave continues to deepen until it eventually detaches 

completely from the main zonal stream, as seen in the final time in Fig. 4a. Generally, the 

troposphere below the cut-off low is weakly stratified which leads to scattered convection, 

uneven precipitation distribution with moderate to heavy rainfall over large areas, and 

enhanced stratosphere-troposphere exchange aloft. Cut-off lows are often difficult to 

forecast, but can bring substantial surface weather impacts, particularly across southern 

Europe and northern Africa, where intense precipitation rates have led to catastrophic 

flooding events (Nieto et al., 2005). 

 
2.2.2 Poleward Water Vapor Transport 
 

Increased poleward water vapor transport is another common by-product of the 

formation of elongated troughs, such as PV streamers. The strongest magnitude of this water 

vapor transport is located close to the surface, often manifesting itself in the form of an AR 

or WCB; both of which have led to significant downstream events such as devastating 

flooding across the western United States and western Europe (Knippertz and Martin, 2006; 

Massacand et al., 1998).  

Atmospheric rivers are defined as long (approximately 2000 km), and narrow 

(approximately 850 km) transient corridors of strong horizontal water vapor transport 

typically associated with a low-level jet ahead of the cold front of an extratropical cyclone 
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(Corderia et al., 2017). These features bring moist tropical air poleward, typically carrying 

integrated vapor transport values between 200-850 kg mିଵ sିଵ. When ARs intercept 

enhanced topography, heavy rainfall, flooding, deep snow pack and mudslides can result. 

Landfalling ARs have been estimated to be responsible for up to 50% of annual precipitation 

along the west coast of the United States (Dettinger et al., 2014). 

Warm conveyor belts are organized airstreams located ahead of the surface cold front 

in extratropical cyclones. These features transport warm, moist air from the lower-latitude 

boundary layer poleward before ascending rapidly over the cyclones warm front and 

contributing to the development of frontal clouds and precipitation (Knippertz and Martin, 

2006). The action of a WCB, often manifest in the growth of the cloud head of an 

extratropical cyclone, can contribute to rapid storm development, possibly even explosive 

cyclogenesis (Eckhardt et al., 2004). Joos and Forbes (2016) found that small changes to the 

vertical location of WCB outflow could be attributed to different microphysics 

parameterizations of rainfall autoconversion and evaporation in a model. Since the 

dynamical impact of latent heat release is dependent on the level at which heating occurs 

this results hints at the importance microphysics parameterizations can have on model 

forecasts of precipitation as well as downstream flow evolution.  

 
2.3 Parameterization of Water Process in Models 
 

As discussed previously, the latent heat release within convective or widespread 

precipitation events can impact the planetary-scale waviness, and thus render a large impact 

on the broad synoptic environment. Consequently, correctly representing latent heat release 

and other aspects of phase changes delivers an important, but necessarily parameterized, 
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impact on NWP forecasts ranging in scale from individual clouds to hemispheric waviness. 

Through its microphysics parameterizations, the way in which a model processes water 

vapor has an impact on the downstream forecast waviness and its embedded weather 

systems. Therefore, any model errors within high latent heat release events can lead to the 

translation of these errors downstream in the forecast. In a recent study, Rodwell et al. (2013) 

found that when mesoscale convective systems (MCSs) – which release a large amount of 

latent heat release over a relative small area – are present over the United States, higher 

forecast “bust” potential over Europe was observed in the six days following the MCS, 

particularly in forecasting a blocking ridge over Europe. In one case study conducted by the 

authors, the model physics played an active role in slowing down the evolution and 

development of a synoptic-scale trough, thus leading to a busted forecast over Europe. The 

authors speculated this bust was a result of the model errors in forecasting the precipitation 

location and intensity, thus mobilizing downstream errors that lead to the bust.  

The manner by which a model parameterizes diabatic processes is crucial to the 

development and evolution of PV anomalies within the model forecast. If such features are 

not accurately simulated, forecast errors can result downstream (Chagnon et al., 2013). In a 

model, the strength and distribution of PV anomalies is partly determined by the 

microphysics processes used in the model, of which one can view latent heat release as a by-

product (Joos and Forbes, 2016). This means that some portion of forecast downstream 

waviness in a model is dependent on the particular microphysics scheme used in a given 

simulation. Grams and Archambault (2016) showed increased downstream forecast errors 

were reported in NWP models in relation to extratropical transition. In their study, they 
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concluded that the parameterization of diabatic processes, which is partly determined by the 

model’s microphysics scheme, was likely the reason for these downstream errors. Gray et 

al. (2014) noted that errors in the representation of diabatic processes in global and regional 

weather forecast models can cause additional errors, such as forecast uncertainty and 

misrepresentation of systems downstream.  

The inability to correctly parameterize diabatic heating intensity and location causes 

downstream errors which not only impact large-scale events, such as extratropical cyclones, 

but also smaller-scale events evolving from and embedded within the flow, including 

thunderstorms and locally heavy rain or snowfall, which can be a result of the trough 

structure and its embedded PV anomaly being situated in the wrong place or being of a 

different amplitude (Chagnon et al., 2013). Martinez-Alvarado et al. (2015) suggest that 

benefits of improving the parameterizations of diabatic processes also include extending 

NWP lead times, improved lateral boundary conditions for nested models and improved 

statistical properties of climate model runs. Thus, understanding the impacts of microphysics 

schemes on any aspect of the forecast will contribute to the understanding of how these 

parameters impact and interact with other model forecast components.  

 
2.4 Current Research 
 

Research into the downstream impacts of latent heat release and microphysics on 

Rossby waves, both through observations and model parameterizations, is expanding. The 

North Atlantic Waveguide and Downstream Impact Experiment (NAWDEX) conducted 

flight campaigns, which ended in October 2016, investigating how diabatic processes over 

North America and the North Atlantic can influence the jet stream and development of 
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Rossby waves causing high impact weather over Europe. Joos and Wernli (2012) 

investigated a selected WCB and the role of different microphysical processes in altering the 

diabatic heating rates and subsequent PV modification. Grams and Archambault (2016) 

found that negative PV advection by the diabatically driven flow in extratropical transition 

initiates ridge building and amplifies the overall Rossby wave pattern. Joos and Forbes 

(2016) found significant differences in the upper-level PV pattern resulted from changing 

the microphysics parameterizations within a model simulation of a WCB. All of these 

studies, as well as many others, involve either looking at the downstream impacts arising 

from a specific source of latent heat release, or the effects of upstream latent heat release on 

a specific downstream event. In this study we aim to evaluate the impact of model 

microphysics parameterizations on the aggregate hemispheric waviness, defined by 

sinuosity (see Section 3.3). 
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3. DATA AND METHODS 
3.1 Weather Research and Forecasting (WRF) Model 
 

 The Weather Research and Forecasting (WRF) model is a product of a collaborative 

effort involving a number of national centers and universities to create an atmospheric model 

designed to advance the understanding and prediction of weather. It was created with the 

intent to be flexible, state-of-the-art, and portable, to be run on laptops or supercomputers, 

serving the broad meteorological community through research and operational applications. 

The WRF is maintained and supported as a community model, with over 39,000 WRF 

registered users1. 

 The Advanced Research WRF (ARW) is a subset of the larger WRF system. The 

ARW dynamic solver works in conjunction with a range of numerical and dynamical 

options, data assimilation and initialization routines to run the model. The ARW dynamics 

solver is also the portion that integrates the nonhydrostatic Euler equations forward in time 

with a time-split integration scheme, using user-specified grid, boundary layer, and 

initialization conditions (Skamarock et al., 2008). In essence, it is the ARW solver which 

makes the WRF customizable to each user and allows comparison between model runs with 

varying formulations to evaluate any model effects on forecast differences. Within the ARW 

solver, there are a variety of available physics schemes the user can incorporate, including 

the microphysics, cumulus convection, surface physics, planetary boundary layer physics 

and atmospheric radiation physics parameterizations. For this study, we are mostly interested 

in the effects of changing the microphysics parameterization, but the effect of using different 

                                                 
1 https://www.mmm.ucar.edu 
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cumulus and planetary boundary layer parameterizations will be investigated as well in order 

to establish the sensitivity of the hemispheric waviness forecast to variation of each of these 

components of the parameterized physics. There is a relationship between all of these 

physical parameterization schemes, meaning altering one does have impacts on the others, 

and thus the resulting forecast. A schematic of the relationship between the various 

parameterizations is shown in Fig. 5. 

3.2 Model Setup 
 

 The WRF ARW version 3.8 is the basis for all the model runs used in this study. The 

model domain encompasses the entire northern hemisphere in the east-to-west direction 

extends from 25° S to 85° N. The east-to-west boundaries are periodic, such that the data 

passed out the one end is received by the other to ensure continuity in the flow. The 

horizontal grid resolution is nominally 80 km. This coarse resolution was selected because 

Figure 5: The relationship between the physical parameterizations in the WRF ARW model. 
From http://www2.mmm.ucar.edu/wrf/users/tutorial/tutorial_presentation_winter_2018. 
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we are mainly interested in the flow on the planetary- and large synoptic-scales, rather than 

in resolving mesoscale features. The model has 30 vertical terrain-following eta () levels, 

with the reference model top pressure being 50 hPa. 

 The WRF model was run every day from 01 November 2016 through 31 March 2017, 

defined as the cool season for this study. The model was initialized each day at 0000 UTC 

with updates at the boundary conditions provided every three hours using 0.5° GFS forecast 

data from the National Climate Data Center (NCDC). Before running the WRF, we selected 

four different microphysics schemes of interest to interchange over the course of the 

experiment. Unless otherwise specified, the remainder of the WRF initial settings and 

conditions remained identical, with the only difference between runs being the 

microphysical parameterizations in place. Once the specified microphysics scheme was in 

place, the WRF was run out for 120 hours.  

To investigate the relative role of microphysics on the hemispheric sinuosity 

compared to that of other physics parameterizations, we also conducted experiments from 

simulations employing different planetary boundary layer (PBL) and cumulus (CU) 

schemes. The differences between the individual schemes selected within each physical 

parameterization - MP, PBL, and CU - will now be explained. 

3.2.1 Microphysics (MP) Schemes 
 

Within an NWP model, the microphysics explicitly resolve water vapor, cloud and 

precipitation processes. In the version of the WRF used in this study, the microphysics is 

calculated at the end of a time-step as an adjustment process, so no tendencies are provided. 

By carrying out these processes at the end of the model time-step, the final saturation balance 
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is accurate for the updated temperature and moisture (Skamarock et al., 2008). The four 

different microphysics schemes used were: the Kessler scheme (Kessler, 1995), a single 

moment 3-class scheme (Hong et al., 2004), the Eta Ferrier scheme (Rogers et al., 2001) and 

a no latent heat release scheme. Each of these options will now be explained in more detail. 

The Kessler scheme (which we will refer to as 1MP) is the simplest scheme that 

releases latent heat. The 1MP scheme only has liquid water hydrometeors and its associated 

processes throughout the entire model and thus includes rain, condensed cloud vapor and 

water vapor. The microphysical processes within this scheme are: the production, fall, and 

evaporation of rain, the accretion and autoconversion of cloud water, and the production of 

cloud water from condensation (Dudhia, 2018; Skamarock, 2008).  

The single moment 3-class scheme (3MP) adds a bit of complexity by including ice 

processes above the freezing level in the atmosphere. Single-moment schemes predict the 

mass of a species, then derive the particle size distribution from fixed parameters, while 

double-moment schemes also predict the number concentration per species (Dudhia, 2018). 

There are three categories of hydrometers: vapor, cloud water/ice, and rain/snow. When the 

temperature is above freezing in the atmosphere, cloud water and rain occur, and when 

temperatures are below freezing, cloud ice and snow occur, but there exists no mixed-phase 

hydrometeors. Supercooled water and gradual melting rates are not present, so this scheme  

is efficient computationally for the inclusion of ice, but is lacking with regards to complex 

interactions between phases and processes. 

 The most complex scheme used in this experiment is the Eta Ferrier (5MP) scheme.  

This scheme includes water vapor and condensate (cloud water, rain), cloud ice, and 
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precipitation ice (snow/graupel/sleet). The total condensate is calculated using the 

combination of all of the individual hydrometer fields, with the water vapor and total 

condensate being what is advected within the model. Mixed phase processes are considered 

at temperatures above -30˚C (Skamarock et al., 2008).  

The final microphysics scheme used did not include any latent heat or cumulus 

parameterizations (NOLH). This was run to provide a baseline against which forecasts of 

waviness unaffected by latent heat release could be compared to those shaped by latent heat 

release distribution as prescribed by the various complexity of microphysics 

parameterizations. Figure 6 shows a cartoon illustration of the different microphysics 

schemes used in this experiment and the way each processes the water substance.  

3.2.2 Planetary Boundary Layer (PBL) Schemes 
 

The differences between PBL schemes arise from their treatments of boundary layer 

mixing, dissipation and mass flux parameterizations. The PBL schemes provide atmospheric 

tendencies of temperature, moisture, and horizontal momentum in the entire atmospheric 

column by determining the flux profiles in the well-mixed boundary layer and the stable 

layer. They vary in their processing of turbulence kinetic energy, mass flux, and mixing 

(Skamarock et al., 2008). 

 The Yonsei University (YSU) PBL scheme, which we will refer to as 1PBL, is based 

on Hong et al. (2006). The depth of the PBL in this scheme is effectively determined by the 

buoyancy profile, in which the top of the PBL is defined to be at the maximum entrainment 

layer. The second PBL scheme (2PBL), is the Mellor-Yamada-Janjic (MYJ) scheme (Janjic,  

1994). The upper-limit of the boundary layer in this scheme depends on the turbulent kinetic  
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energy and the buoyancy and shear of the driving flow. The final PBL scheme (7PBL) is the 

Asymmetric Convection Model 2 (ACM2) scheme (Pleim, 2007). Planetary boundary layer 

depth in this formulation is determined by the critical bulk Richardson number, which 

depends on absolute virtual temperature, virtual potential temperature difference across a 

layer, and the changes in the zonal and meridional wind components across the same layer 

(Skamarock et al., 2008). 

3.2.3 Cumulus (CU) Schemes 
 

The goal of the cumulus schemes is to parameterize the sub-grid-scale effects of 

convection and/or shallow clouds. The first cumulus scheme used is the Kain-Fritsch (KF) 

scheme, which we will refer to as 1CU (Kain, 2004). It uses a simple cloud model with moist 

updrafts and downdrafts, including detrainment and entrainment effects. In addition to cloud 

liquid and ice, rain and snow can also be detrained at cloud top. The second cumulus scheme 

(2CU) is the Betts-Miller-Janjic (BMJ) scheme (Janjic, 1994). There are no explicit updrafts 

or downdrafts, and no cloud detrainment. Instead of a mass flux method, this is the only 

scheme of the four used in this study in which the column undergoes moist adjustment, 

relaxing to a well-mixed profile. The Grell-Freitas ensemble scheme is the third cumulus 

scheme employed, and will be referred to as 3CU (Grell and Freitas, 2014). It uses an 

ensemble of triggers and closures to run multiple (up to 144) members each with varying 

parameters, in the grid box, then averages the result to get a value for each grid box. Clouds 

within each ensemble member can have different updraft and downdraft entrainment and 

detrainment parameters, including ice detrainment, as well as precipitation efficiencies 

(Dudhia, 2017). The final cumulus scheme, 4CU, is the old simplified Arakawa-Schubert 
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Scheme (SAS) (Pan and Wu, 1995). Deep and shallow (which can be enhanced by mixing) 

convection can occur, in addition to downdrafts in a single cloud. All of the schemes have 

no momentum tendencies and allow shallow and deep convection, but vary in their 

parameterization of updrafts, downdrafts, and cloud entrainment and detrainment, as well as 

when to trigger a convective column. The schemes detrain cloud rain and ice at the top of 

the cloud (except 2CU), which is then used by the microphysics scheme employed 

(Skamarock et al., 2008; Dudhia, 2017). 

 
3.3 Sinuosity 
 

A variety of jet waviness metrics have been introduced within the last decade. 

Previous studies use a zonal background state to calculate departures of geopotential height 

isopleths or isentropic PV contours (Francis and Vavrus, 2012, 2015; Screen and Simmonds, 

2013a; Röthlisberger et al., 2016), while others isolate particular latitude bands and perform 

Fourier analysis on the meridional wind or geopotential height (Petoukhov et al., 2013, 

Coumu et al., 2014; Screen and Simmonds 2013a, 2014). In this paper, we utilize a new way 

of calculating the waviness by borrowing a concept from geomorphology: sinuosity. This 

method does not use long-term background states or a latitude band as a platform; rather it 

calculates the departure from zonality of the jet-level flow on a given day using only the 200 

hPa heights. 

In geomorphology, the sinuosity is defined as the ratio of the length of a stream 

segment to the length of the shortest distance between the endpoints of the segment (Leopold 

et al., 1964), as illustrated in Fig. 7. Taking advantage of the approximate geostrophic 
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balance of the mid-latitude flow, this method can be applied to geopotential height contours 

of jet-level flow to provide a measure of the departure of zonality of the jet-level flow.  

 

As an example, we selected one closed isohypse at 500 hPa, as shown in Fig. 8. This 

isohypse encloses a certain area and has a measurable length. Cut-off features of an isohypse 

(i.e. cut-off lows or highs) are included, as these features also have measurable lengths and 

areas, which can be easily added linearly into the calculation. The finite area  

contained within the isohypse and any cut-offs is equal to that contained within a polar cap 

whose southern latitude is defined as its equivalent latitude. To calculate the sinuosity, we 

take the ratio of the length of the given isohypse to the length of its equivalent latitude circle. 

A 
 
Figure 

B 
 
Figure 

Figure 7: Showing the curviliner length of a segment (blue) and the shortest 
distance between the two endpoints (red). 𝑺𝑨𝑩 denotes the equation for the 
sinuosity between the two points. Figure from Martin et al., 2016. 



27 
 
A sinuosity of 1 would indicate that the flow is zonal, whereas the larger the value is above 

1, the larger the departure from zonality at that given time.  

 

For all of the sinuosity calculations shown, we calculate the aggregate sinuosity of 

six isohypses (11250, 11430, 11610, 11790, 11970 and 12150 m) at 200 hPa bound by the 

latitudinal region of 10° - 80° N. This range of isohypse was selected because it 

approximately houses the tropopause-level jet during the cool season. The aggregate 

sinuosity at a given time is the ratio of the sum of the length of all six isohypses divided by 

the sum of the length of all six equivalent latitudes at the same time.  

SIN =      actual length     
equivalent latitude 

Figure 8: The actual length (blue) of the 552 decameter isohypse on 18 
January 2014, and its equivalent latitude (red). Figure from Martin et al., 
2016. 
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For the 66-year mean sinuosity calculation, we employ the NCEP/NCAR reanalysis 

data (Kalnay et al., 1996) four times daily for the 200 hPa data from 1 January 1948 to 28 

February 2014 on a global 2.5° x 2.5° grid. To find the average, we use each calendar day’s 

average sinuosity over the 66-year period. To calculate the observed sinuosity for the 2016-

2017 cool season, we used the GFS initialization data described above, which is available 

four times daily on a 0.5° x 0.5° grid.  

  



29 
 
4. RESULTS 
 

 In order to identify unusually wavy or non-wavy events during the 2016-17 cold 

season, the 66-year daily average sinuosity for the November – March (NDJFM) period was 

calculated from the NCEP Reanalysis data.  The following analysis is split into two broad 

categories. We first identify one maximum and one minimum sinuosity departure event of 

interest in the manner just described. Next, we evaluate the effects of changing the 

microphysics parameterizations on 120-hour forecasts of 200 hPa aggregate waviness for 

each event. These forecasts are compared to the observations valid at the same time, to 

evaluate how faithfully the different schemes represented the analyzed waviness throughout 

the forecast period. We also conduct experiments changing the planetary boundary layer and 

cumulus schemes while holding the microphysics schemes constant to evaluate their effects 

on the 120-hour forecast. Finally, we take the quantitative difference between each scheme’s 

forecast sinuosity and the observed sinuosity at each forecast lead time throughout the entire 

2016-17 cold season. This allowed us to determine how the accuracy, as measured by 

sinuosity, of each of the schemes changed throughout the 120-hour forecast, and if one 

scheme was consistently more or less accurate through the forecast period over which this 

study was conducted. 

4.1 Long-Term Sinuosity 
 

The 66-year daily average sinuosity for NDJFM is shown along with the daily time 

series from 2016-17 in Fig. 9. There is a clear seasonal cycle observed in the average 

sinuosity, with an annual minimum occurring in February, and a maximum (not shown) 

occurring in July. Of particular interest are the period of maximum and minimum  
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sinuosity departure during the 2016-2017 season, such as the end of December, or the 

beginnings of January and March.  

The same maxima and minima events stood out in the normalized departures for the 

results shown in Fig. 10. The remainder of this paper will focus on analysis of an 

anomalously high and anomalously low sinuosity event. The maximum sinuosity departure 

occurred on 08 January 2017 with a departure of 3.15 standard deviations above climatology, 

and minimum sinuosity departure occurred on 23 December 2016 with a departure of 1.51 

standard deviations below climatology. The purpose of this comparison is to evaluate how 

accurately the different model microphysics schemes forecast high or low amplitude 

sinuosity events.   

 
4.2 Maximum Sinuosity Event 
 

A heavy rainfall event occurred on the west coast of the United States, particularly 

northern California, during the three days preceding 9 January 2017. An AR was located off 

the coast during this time and has been categorized as extreme on the Ralph/CW3E AR 

Strength Scale, indicating an integrated water vapor transport of > 1000 𝑘𝑔 𝑚ିଵ𝑠ିଵ (Ralph, 

et al., 2017). Between 6 and 9 January 2017, areas extending from central to northern 

California received over 12 inches of precipitation, causing flooding in lower elevations, 

with higher elevations observing heavy snow (Di Liberto, 2017). Figure 11a shows the 

location of the AR (circled) as it inundates the west coast of the United States, while Fig. 

11b shows the radar estimated rainfall ending on 09 January 2017.  

This AR, and the subsequent heavy flooding event was coincident with the observed 

maximum  aggregate  sinuosity departure for the 2016-2017 cold  season.  Both the AR and  
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aggregate sinuosity departure reached a maximum, in precipitable water intensity and 

normalized sinuosity departure, respectively, on 8 January 2017. To investigate this event, a 

WRF forecast was initialized at 0000 UTC on 5 January 2017. This puts the flooding and 

maximum AR intensity in the middle of the forecast period. The 200 hPa geopotential 

heights for the simulations employing of the varying microphysics schemes, at forecast 

hours F24, F72 and F120, are shown in Fig. 12. Note that throughout the analysis, we are 

not interested in amplitude and phase errors of each trough and ridge feature, but rather the 

overall waviness of the flow.  

Figure 12a reveals that 24 hours into the forecast, a striking similarity exists among 

the four different forecasts of 200 hPa heights. The degree of similarity suggests that through 

the first day of simulation, the integrated effects of differences in the schemes are not 

sufficient  to create a  divergence  in  the forecast.  By  the end  of  three  days of  integration,  

a. 
b. 

Figure 11: Left: Integrated water vapor valid 01 UTC and the preceding 12 hours on 09 January 2017. 
Image from  http://www.esrl.noaa.gov.  Right: Radar estimated precipitation from 15 UTC 6 January 2016 
through 15 UTC 9 January 2017. Image from NWS Los Angeles/Oxnard. 
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c. 

a. b. 

Figure 12: Forecast 200 hPa heights for varying microphysics schemes: 1MP (red), 3MP (green), 
5MP (blue), and NOLH (cyan). Model initialized on 5 January 2017. Forecast times shown are: (a) 
24-hrs, (b) 72-hrs, and (c) 120-hrs. 
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however, there are regions where the simulations exhibit differences, most notably over the 

eastern Atlantic (Fig. 12b). These differences become more dramatic and more widespread 

as the forecast length increases to 120-hours (Fig. 12c), where it becomes difficult to identify 

any regions over which the forecast heights are similar to one another, let alone which 

scheme is closest to the analysis valid at this time. In order to measure the differences 

amongst the simulations with respect to waviness of the flow and to compare them each to 

the waviness of the verifying analyses throughout the forecast period, we employ the 

aggregate sinuosity. 

The aggregate sinuosity was calculated for each of the four forecasts, as well as the 

verifying analysis, beginning at the initialization time and throughout the entire 120-hr 

forecast. The results are plotted in Fig. 13. It is obvious that the aggregate sinuosity for each 

scheme, as well as the magnitude of differences between the schemes, changes through the 

forecast period. After forecast hour 36 the schemes start to diverge from one another and 

from the analysis, with the 3MP scheme increasing the sinuosity at a rate that closely follows 

the analysis, while the 1MP and 5MP schemes increase the sinuosity at a faster rate reaching 

a slightly higher maximum value and at an earlier time. The NOLH scheme consistently 

produces a less wavy flow than both the analyses and the other schemes. This result provides 

additional evidence of the importance of latent heat release on modulating the waviness of  

the upper-level flow. During the final 36 hours of the forecast, both the 1MP and 5MP 

scheme produce their maximum waviness while the 3MP scheme is notably less wavy than 

the analysis during this portion of the forecast. 

 To  investigate  the  relative  role  of  microphysics  on  the  hemispheric  sinuosity  
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compared to that of other physics parameterizations, we also calculated the aggregate 

sinuosity from simulations employing different boundary layer schemes. For this set of 

experiments, we maintained the 3MP scheme for all model runs. Figure 14a shows the results 

through the forecast period from using the different PBL schemes within the WRF. 

Comparison of this time series to that shown Fig. 13 demonstrates that varying the  

microphysics schemes leads to much larger spread in the aggregate hemispheric waviness at 

200 hPa than varying the boundary layer schemes. 

We ran a similar experiment to assess the influence of cumulus parametrizations on 

forecasts of aggregate waviness. Again, all CU schemes were used while retaining the 3MP  

Figure 13: Aggregate sinuosity calculated using the 11250-12150m isohypses by 
80m increments for WRF initialization at 00z on 5 January 2017. 
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b. 

a. 

Figure 14: Aggregate sinuosity results from changing the (a) boundary layer 
scheme and (b) the cumulus scheme within the WRF. All model runs 
maintained the 3MP scheme. 

Aggregate Sinuosity with 3MP for Changing CU Schemes 

Aggregate Sinuosity with 3MP for Changing PBL Schemes 
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through all the changes to the cumulus schemes. Figure 14b shows that a much smaller 

spread in the aggregate sinuosity forecast across the hemisphere results from changing the 

cumulus schemes as compared to changing the microphysics parameterizations (Fig. 13). In 

fact, it appears that the forecast waviness associated with the various cumulus schemes in 

Fig. 14b follows the shape of the 3MP line observed in Fig. 13. This led us to conduct further 

experiments designed to evaluate the nature of the influence of various combinations of 

microphysics and cumulus parameterizations. 

Figure 15 shows a matrix of possibilities over which we can examine this question. 

For this study, we are only interested in comparing simulations across the rows of this matrix. 

That is, we will be assessing how changing the cumulus scheme across fixed microphysics 

packages affects the forecast waviness. 

 

Figure 15: A 3x4 matrix showing the possible combination of MP and CU WRF 
runs. In the experiment of changing the cumulus parameterization while keeping the 
microphysics scheme constant, we are interested in going across the rows of this 
matrix. 
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Figure 16a (identical to Fig. 13), is repeated here to facilitate a set of insightful 

comparisons. The time series of aggregate sinuosity from a set of four experiments run by 

varying the cumulus schemes while holding the microphysics parameters constant at 1MP 

are shown in Fig. 16b. All four of the lines in Fig. 16b mimic the overall shape of the 1MP 

sinuosity shown in Fig. 16a. Holding the microphysics constant at 3MP across the four 

cumulus parameterizations (Fig. 16c) likewise results in four time series that mimic the 3MP 

time series in Fig. 16a. Holding 5MP constant throughout a similar set of simulations, 

however, does not produce a set similar to the 5MP time series in Fig. 16a. In fact, only the 

1CU/5MP simulation looks like the 5MP time series shown in Fig. 16a. The other three look 

much more like the 3MP time series in Fig. 16a. The physical/computational reason for these 

discrepancies are not yet understood. Overall, these results hint at the possibility that choice 

in microphysics scheme impacts the downstream aggregate waviness of the 200 hPa flow in 

a more substantial manner than the cumulus scheme. 

4.3 Minimum Sinuosity Event 
 

The season’s minimum sinuosity event occurred on 23 December 2016. During this 

time the jet was fairly zonal across Asia and Europe with few even moderately wavy features 

present across the hemisphere, as shown in Fig. 17. To analyze this event, we will use the 

WRF initialized at 00z on 20 December 2016. This puts the hemispheric minimum in 

aggregate sinuosity in the mid-range of the 5-day forecast, thereby mimicking the 

approaches used in our examination of the maximum sinuosity event.  

 Just as in Fig. 13, Fig. 18 shows the aggregate sinuosity across the 120-hour forecast 

for   the   four   microphysics   schemes,   initialized   on   20   December   2016.   Through  
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approximately hour 60, the three schemes with latent heat release, 1MP, 3MP and 5MP are 

all showing fairly consistent values of aggregate sinuosity, not only between the members 

but compared to the analysis as well. This is different from Fig. 13, which exhibited such 

similarity between members only through approximately 36 hours. The notable increase in 

forecast accuracy for longer lead times during an episode of diminished waviness may be a 

result of the presumed decrease in storminess that might reasonably be expected in such a 

hemispheric flow. Fewer storms would presumably correspond to less latent heat release and 

thus, since microphysics parameterizations are mobilized in regions of latent heat release, 

their relatively less active role in shaping the flow during a period of decreased waviness 

Figure 17: 200 hPa heights valid 23 December 2016. Shading indicates isotachs 
(knots) at 200 hPa beginning at 80 knots. 
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might account for the small spread between the schemes and the analysis persisting longer 

into the forecast. 

 

After the first 60 hours, the four schemes and analysis start to diverge, while the no 

latent heat package produces a consistently and significantly less sinuous flow than the other 

schemes and the analysis. There is a similar pattern observed in Fig. 18 as there is in Fig. 

13: the 3MP scheme produces less sinuosity than the 1MP and 5MP schemes. This tendency 

is notable throughout the entirety of the cold season (not shown). In addition to having a 

longer period during which the schemes have similar sinuosity values (60 hours vs. 36 

hours), the forecast for the minimum sinuosity event also has a smaller spread between the 

Figure 18: Same as Fig. 13 but for initialization on 20 December 2016 
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microphysics members compared to the maximum sinuosity event, as well as smaller spread 

between the members and the analysis. This illustrates that there is less forecast error and 

uncertainty relative to the analysis for the forecasts initialized on 20 December 2016 (the 

minimum sinuosity event) than there is for the forecasts initialized on 05 January 2017 (the 

maximum sinuosity event). This will be explored further in the next section in which the 

seasonal sinuosity results are discussed. Because, by construction, sinuosity cannot be less 

than 1.0, the reduced spread amongst the various schemes is at least partially a function of 

the close approach to this limiting value for a minimum sinuosity event.  

We again investigated the effects of changing the planetary boundary layer and 

cumulus parameterizations for the same minimum waviness forecast period to evaluate the 

impacts. For this experiment, the 3MP scheme was again held constant between the runs, so 

the only changes made were to the boundary layer or cumulus schemes. Figure 19a shows a 

much smaller spread in the forecast aggregate sinuosity through the 120-hour period arises 

from varying the boundary layer parameterizations as compared to the microphysics 

parameterizations (Fig. 18).  

Curiously, we again noted that when varying cumulus schemes (Fig. 19b) while 

holding the 3MP scheme constant, these forecasts seemed to follow the spine of the 3MP 

scheme (Fig. 18). To assess the impact of varying cumulus parameterizations across a set  

of fixed microphysics parameterizations for the minimum sinuosity event, we recreated the  

four-panel analysis for the maximum sinuosity event (and shown in Fig. 16) for the minimum 

sinuosity event. 
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b. 

a. 

Figure 19: Same as Fig. 14 but for initialization on 20 December 2016. 

Aggregate Sinuosity with 3MP for Changing CU Schemes 

Aggregate Sinuosity with 3MP for Changing PBL Schemes 
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 The shape of all four lines in Fig. 20b, constructed from forecasts with variable 

cumulus parameterizations but a fixed 1MP scheme, conform to the overall shape of the 

1MP line in Fig. 20a. An analogous fidelity to the original 3MP time series (Fig. 20a) results 

from varying the cumulus parameterizations across a fixed 3MP scheme (Fig. 20c). Figure 

20d shows the experiments run holding the 5MP package constant across the cumulus 

schemes follow a similar shape as the original 5MP in Fig. 20a; however only through the 

first half of the forecast. After forecast hour 60, the magnitude of the forecast sinuosity 

values for the 2CU, 3CU, and 4CU schemes, do not match as well to the 5MP values shown 

in Fig. 20a, and after 84 hours into the forecast, there is no resemblance in magnitude or 

shape to the original 5MP line.  

The results of this set of experiments run on the extremes of sinuosity from this cold 

season suggest that medium-range forecasts of jet-level hemispheric waviness are more 

strongly influenced by choice of microphysical parameterization than by any of the other 

leading physical parameterizations commonly employed in numerical models. 

 
4.4 Seasonal Sinuosity Spread 
 

In addition to monitoring how the spread among the different schemes increased with 

longer forecast lead-time, we were also interested in the average difference of the forecasts 

from analyses for each microphysics scheme. For each forecast made with each scheme there 

is a measurable difference between the forecast sinuosity and the analysis sinuosity at each 

of the 20 selected forecast times. These differences measure how accurate each scheme was 

at every forecast time. To calculate this difference for each microphysics scheme across the 

cool  season,  we first separated  the data by scheme.  Next,  the difference calculation was  
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defined as the absolute value of the forecast sinuosity value minus the analyses sinuosity 

value at every forecast hour for every day in the 151-day period, across all three of the 

microphysics schemes. Only absolute values were used to characterize the magnitude of the 

difference because the schemes could be more or less wavy than the analysis, resulting in a 

positive or negative value for the difference, respectively. Finally, we created box and 

whisker plots to show how differences in the accuracy of forecasts of sinuosity changed over 

the 5-day forecast period. By plotting this difference through the season, we are able to see, 

for example, if one scheme was consistently more accurate in forecasting the sinuosity value 

through a certain point in the forecast, or if one scheme had systematically less error in its 

forecast of sinuosity. In addition, by comparing the spread across the schemes we can 

determine if one scheme was consistently better in forecasting the sinuosity through a portion 

of the entire the 5-day period. 

The results of this analysis are shown in Fig. 21. In addition to percentiles as 

indicated by the boxes in Fig. 21, we were also curious how the mean difference between 

the scheme and the analysis evolved through the forecast period. That average difference is 

plotted as the solid line through each of the plots. Both the vertical length of the blue boxes, 

as well as the whiskers on their ends, testify to the fact that the average difference between 

forecasts and analyses increases with increasing forecast hour. While all three schemes 

demonstrate such an increase throughout the forecast period, forecasts using the 3MP 

scheme (Fig. 21b) are clearly the least divergent. These cold season average results are 

consistent  with  the  analyses  of  the  maximum  and  minimum  sinuosity  events  presented  
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earlier; that is, the 3MP scheme’s forecasts of 200 hPa aggregate sinuosity most faithfully 

reproduced the analysis through the forecast period. 

Looking at how the mean difference magnitude changes through the forecast 

between each scheme, again we see that the 3MP has the lowest mean difference magnitude 

between the forecast and analysis at hour 120. It is also interesting to note that at the end of 

the forecast period, the 1MP scheme has the largest average forecast difference magnitude. 

The most complex 5MP scheme was the middling performer, registering an average error 

value nearly precisely in-between the best and worst performing schemes at the final forecast 

hour. 
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5. SUMMARY 
 
 This thesis describes the impact that the choice of microphysics parameterization 

within the WRF model has on hemispheric forecasts of the aggregate sinuosity of the 200 

hPa flow.  The potential downstream impacts of parametrizing microphysics processes were 

presented. Recent research shows that forecast errors, including the location and amplitude 

of Rossby wave breaking, PV streamers, cutoff lows, atmospheric rivers and warm conveyor 

belts, often result when considerable amounts of latent heat release characterize the flows to 

be simulated by NWP models. Recent studies have shown the impacts of these processes on 

specific downstream events, but have not considered the fundamental question of what 

impact the user’s choice in microphysics parameterization might have on the overall 

hemispheric waviness.  

 For each day during the 2016-17 cold season (November – March), we ran four 

simulations using the WRF-ARW model each characterized by a different choice of 

microphysics parameterization. These microphysics schemes varied in complexity from no 

latent heat or cumulus parameterizations (NOLH), to warm rain processes (1MP) (Kessler, 

1995), to liquid rain above 0˚C and ice processes below (3MP) (Hong et al., 2004), and 

finally to the cloud diagnostic variables including graupel and supercooled water (5MP) 

(Rogers et al., 2001).  The waviness of the 200 hPa flow was calculated using a new method, 

sinuosity, borrowed from geomorphology. Sinuosity values range from a minimum of 1 

(which indicates perfectly zonal flow), to larger values describing increasing departure from 

zonality for the flow. The aggregate 200 hPa sinuosity was calculated for each of the four 

daily simulations (out to 120 hours) for each day during the 2016-17 cold season. A 
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maximum and minimum sinuosity event from that single season were identified and 

analyzed.  

 The maximum sinuosity event occurred on 08 January 2017 and was coincident with 

an AR that was associated with heavy rainfall along the west coast of the US. Looking at the 

four-different microphysics parameterization’s 200 hPa aggregate sinuosity forecast through 

the 5-day forecast initialized on 05 January 2017, increasing spread between the individual 

different microphysics schemes, as well as between the forecasts and the analysis was 

observed with increasing forecast length. The 3MP scheme produced a forecast most faithful 

to the analysis, increasing sinuosity at a rate similar to what was observed, while the 1MP 

and 5MP schemes were wavier than the analysis. For the maximum sinuosity event, the 

divergence between the forecasts and analyses occurred at around 36 hours in the forecast. 

In order to assess the relative influence of the MP and CU schemes on forecast waviness, 

simulations in which pairs of parameterizations were varied were also run. Changing the 

cumulus schemes while keeping microphysics parameterization fixed produced forecast 

sinuosities with comparatively little variance around the control forecast with the 

microphysics scheme, particularly for the 1MP and 3MP schemes. For the cumulus 

parameterization simulations run while holding 5MP fixed, the forecast sinuosities were 

similar to the control for the first 36 hours of the simulation and noticeably diverged 

thereafter.  

 The minimum sinuosity event occurred on 23 December 2016, characterized by a 

minimally wavy jet around the hemisphere. WRF forecasts initialized on 20 December were 

used to analyze the event. Divergence between the four forecasts and the analysis sinuosity 
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in this case appeared later in the forecast as compared to the maximum sinuosity event. It is 

suggested that this delayed divergence is a result of decreased storminess associated with a 

less wavy jet and, consequently, less influence of latent heat release on the evolution of the 

flow. Much like the maximum sinuosity event, changing the cumulus parameterization while 

holding the microphysics schemes constant resulted in forecast sinuosities that mimicked 

the control forecasts for the associated microphysical parameterizations, most notably for 

the 1MP and 3MP schemes. Varying cumulus parameterizations against a set 5MP scheme 

again resulted in a set of forecasts that exhibited low variance relative to the 5MP control 

forecast for only a limited portion of the 120-hour forecast.  

 The magnitude of the difference between each scheme’s forecast and the analysis at 

each forecast time was calculated across the entire cold season and presented in a box and 

whisker plot analysis. It was found that differences between the forecasts of aggregate 

sinuosity and the analyses increased with forecast lead time. In addition, when calculated 

over the entire cold season, the mean difference between the forecast and the analyses at 

individual forecasts hours was smallest for the 3MP scheme through the length of the 120-

hour forecast, and largest for the 1MP. This corroborates the broad result of the case study 

analyses (Fig. 13 and Fig. 18) namely, that the 3MP scheme is most similar to the analysis 

through the forecast period. 

 Accurately simulating and understanding the complex interactions, physical 

processes and diabatic heating at the microscale level is important for the reduction of 

downstream forecast errors in Rossby wave magnitude and location. By reducing these 

downstream errors, forecasts of high-impact sensible weather events, such as blocking, wave 
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breaking and ARs can improve. The experiments conducted in this study suggest that the 

simulation of cloud microphysical processes, as parameterized in schemes of varying 

complexity, exerts a substantial control on forecasts of waviness in the jet-level flow. 

5.1 FUTURE WORK 
 
 To gain more insight into the forecast sinuosity errors made by each scheme, a box-

and-whisker plot showing the observed error (versus the magnitude of the error calculated 

by taking the absolute value of the observed error, as shown in Fig.  21) could be created. 

By looking at the observed error, model biases such as periods within each scheme where 

the model may under- or over-produce sinuosity on average can emerge. This would also 

provide insight into the skewness of the distribution, allowing an analysis on whether the 

larger errors associated with each scheme tend to be positive or negative. Such analysis could 

also be helpful in determining the source of the most extreme sinuosity forecast errors. 

 There are a variety of options when considering what work can be done in relation 

to this research question and methods used in this study in the future.  First, it would be 

interesting to improve the model resolution to a finer grid spacing to see how the forecast 

sinuosity is impacted. It is possible that with a finer grid scale, smaller-scale features 

embedded in the flow can be resolved with more accuracy, thus leading to an impact on the 

forecast sinuosity. Second, I would like to compare forecasts of waviness over limited 

regions across the hemisphere and compare them to the values observed across the entire 

hemisphere. Recent studies, such as that by Röthlisberger et al. (2016), show that the genesis 

of waviness in localized regions can impact the waviness over the entire hemisphere. I would 

be interested to find out if there is a stronger signal of altered waviness in close proximity to 



54 
 
high latent heat release events, versus further downstream, or if perhaps there is a correlation 

between high latent heat release in one sector to high amplitude flow in another. Finally, 

expansion of this work to other cool seasons would allow evaluation of other maximum and 

minimum sinuosity events. There are likely relationships between storminess, poleward 

moisture transport, and not only the forecast sinuosity, but also predictability of the 

sinuosity. Examining these relationships in closer detail could provide valuable insight into 

how forecasts involving high latent heat release events can be compromised and, eventually, 

be used to guide further improvements to model parameterizations.
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