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Abstract 

 The North American Great Plains region has high snow cover variability and high 

maximum snow albedo, especially relative to its background surface albedo.  The 

region is adjacent to two major storm tracks consequential to weather in the Midwest, 

Great Lakes region, and Northeast.  The relationship between snow cover in the 

region, extratropical cyclone trajectories, and a changing climate is explored. 

 Large ensemble simulations with the Weather Research and Forecasting model 

(WRF) were forced with projected late twenty-first century extents of snow from 

models of the CMIP5 project to test the effects on extratropical cyclones contributed 

solely by the snow cover of a changing climate.  The experiment induces an 

adjustment to the extent of snow cover in North America according to tenth, fiftieth, 

and ninetieth percentile reductions in winter and spring snow cover for the late 

twenty-first century (2080-2099) in the RCP4.5 and RCP8.5 experiments initialized 

zero to four days prior to cyclogenesis.  The effects on 15 individual extratropical 

cyclone cases across 375 distinct simulations are analyzed. 

 There is a strong tendency for more intense storms to adhere more closely to the 

southern extent of snow.  Snow cover reductions directly induce the strengthening of 

extratropical cyclones and cause them to deviate from their original trajectory while 

increasing the total amount of precipitation and reducing the amount of that 

precipitation which falls as snow.  All of these are associated with the amount of 

snow removed but their specific relationship to the margin of snow extent is tenuous.  

Responses to snow removal are weakest in November and December and greatest in 

March. 
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0 Foreword 

“The climate is changing: we have a new normal.  The environment in which all 

weather events occur is not what it used to be.  All storms, without exception, are 

different.  Even if most of them look just like the ones we used to have, they are not 

the same.” 

-Trenberth et al., 2015  
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1 Introduction 

1.1 Physical Effects of Snow Cover 

Snow cover is a seasonal phenomenon which contributes to a wide range of effects on the 

overlying atmosphere both near and far.  On average, the maximum snow extent in the 

Northern Hemisphere reaches nearly 45 × 106 km2 in January (Robinson and Dewey, 1990; 

Lemke et al., 2007), covering over 50% of the land in the extratropics (Robinson and Frei, 

2000) and making Northern Hemisphere snow cover the largest component of the terrestrial 

cryosphere.  Properly understanding the extent and depth of snow throughout the globe and 

the impacts that those factors contribute is of incredible importance to making more accurate 

forecasts.  As a boundary forcing, snow plays a critical role in influencing inter- and intra-

annual variability in middle-latitude atmospheric circulation (Shukla, 1984).  Jeong et al. 

(2013) found that by initializing climate model hindcasts with observed snow data, potential 

predictability of surface air temperatures increased substantially up to 2 months out.  The 

general properties of snow are universal but their net effects are highly dependent on 

geographical, micrometeorological, and other local conditions. 

1.1.1 Albedo 

Albedo is a quantification of shortwave reflectivity measured between values of 0 and 1.  

This expresses the proportion of incident solar radiation reflected by a surface as a fraction of 

the total amount of incoming solar radiation.  The complement of shortwave reflectivity is 

shortwave absorptivity.  On land surfaces, incoming shortwave radiation which is not 

reflected is absorbed where it usually has an immediate heating effect (Petty, 2006). 
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Snow, as it is mostly white, is highly reflective in the visible portion of the 

electromagnetic spectrum.  The increase in outgoing shortwave radiation is proportional to 

the increase in albedo of snow-covered land (Baker et al., 1992).  Bauer and Dutton (1962), 

using aircraft observations, stated that albedo essentially has two seasonal values determined 

by the presence or absence of snow.  This is not an entirely satisfactory framework as snow 

in any given location is subject to sizeable variations in albedo due to the snow’s age (Livneh 

et al., 2010), depth (up to 5 inches; Kung et al. 1964), grain size (Marshall and Oglesby, 

1994), and the presence of impurities (Warren, 1984) but even snow with relatively low 

albedo is almost always more reflective than bare ground (snow may have lower albedo than 

otherwise bright surfaces such as that of the Bonneville Salt Flats in Utah; Eaton and 

Dirmhirn, 1979).  The effectiveness of a snow field’s albedo is determined by the local 

vegetation, surface roughness, solar angle, and cloud cover to name just a few factors (Kung 

et al., 1964; Carroll and Fitch, 1981).   

On a clear day, the albedo of fresh snow can exceed 0.85 (Zhang, 2005).  The average 

snow-covered albedo of the North American continent is 0.56, which is roughly 3.5 times 

greater than when snow is not present (Robinson and Kukla, 1985).  The north-south 

difference in albedo across the boundary of snow-covered ground may be as high as 0.67 

while that same difference only reaches 0.03 in the summer when no snow is present (Kung 

et al., 1964).  The local maximum of snow albedo in North America is highest in the Great 

Plains region where the surface is relatively flat and free of forests (Robinson and Kukla, 

1985).  Typically, the albedo of fresh snow in autumn and early winter is much greater than 

that of the wet, old snow in spring (Zhang, 2005). 
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1.1.2 Temperature 

Snow albedo and the resultant amount of shortwave radiation reflected from the Earth’s 

surface have a direct impact on the temperature of the overlying atmosphere (Budyko, 1969; 

Dewey, 1977; Leathers et al., 1995).  Daily air temperatures near the surface may be reduced 

by 5°-10°C by underlying snow cover (Dewey, 1977) and positive temperature departures are 

actively suppressed in the Great Plains (Robinson and Hughes, 1991) where the correlation 

between snow cover and negative temperature anomalies is the strongest in North America 

(Heim and Dewey, 1984).  Monthly-averaged temperatures have been shown to be 2°-5°C 

lower over snow (Wagner, 1973; Namias, 1985) and mean temperatures for entire winters 

may be 0.5°-2.0°C lower in regions where snow is present (Yershov, 1998; as referenced in 

Zhang, 2005).  Vavrus (2007) determined, through global climate model (GCM) simulations 

with all terrestrial snow cover eliminated, that snow cover in North America contributed to 

an average 5°C lower surface air temperature annually.  Walland and Simmonds (1997), 

using the Melbourne University GCM, simulated a Northern Hemisphere with very extensive 

snow cover and again with a low snow cover extent and found temperature anomalies as 

great as 6°C at 75 m and consistent temperature responses at 850 hPa with less consistent 

though some significant responses at 500 hPa.  The greatest significant responses were 

simulated in the Arctic. 

The average emissivity of snow is 0.98, higher than that of any other type of land surface, 

which contributes to considerable outgoing longwave radiation which cools the snow’s 

surface (Zhang, 2005).  This implies an equally high rate of longwave absorptivity because of 

Kirchhoff;s law of thermal radiation (Kirchhoff, 1860), making snow susceptible to greater 
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heating due to downwelling longwave radiation from clouds (Zhang et al., 1996).  Snow 

fields tend to have low thermal conductivities (from 0.1 to 0.5 W m-1 K-1) which increase 

with density due to the fact that a large portion of most snow layers is air (Zhang, 2005).  

This low conductivity contributes to a strong insulating effect between the atmosphere and 

the soil surface beneath the snow.   The strongest cooling is typically confined to a shallow 

layer near the surface which increases boundary layer stability and inhibits vertical fluxes 

such as that of sensible and latent heat (Cohen and Rind, 1991).   

Latent heat is the energy exchanged from the phase changes of water.  Snowmelt is an 

exceptional sink of latent heat energy because the latent heat of fusion required to melt ice is 

two orders of magnitude greater than the heat capacity of ice (Zhang, 2005).  Even when 

latent heat released by condensation to the snow’s surface (Wallen, 1949) contributes to 

melting the snow, the ground surface remains at 0°C or below due to the latent heating effect 

(Zhang et al., 1997).  While latent heat flux is generally directed from the surface to the 

atmosphere when snow is present, the magnitude is greater when albedo is lower due to a 

warmer surface which allows greater accessibility to melting and sublimating snow (Ellis and 

Leathers, 1999).  These processes appear to contribute to a positive feedback which increases 

snowmelt during warm conditions and inhibits it during cold conditions. 

Horizontal temperature gradients (and thus, density gradients) contribute to the available 

potential energy (APE) of a system which may be converted into momentum.  In this context, 

APE is regarded as baroclinic instability (Grotjahn, 2015), defined as a misalignment of the 

pressure and density gradients of a stratified fluid and proportional to their cross product.  

The thermal wind balance suggests that these baroclinic zones, characterized by horizontal 

temperature gradients, are also characterized by vertical wind shear.  Sobolowski et al. 
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(2010) found that by forcing extensive snow covers over North America in the ECHAM5 

atmospheric general circulation model, the meridional temperature gradient over the 

continent was strengthened in the south, contributing to enhanced baroclinicity which would 

then propagate downstream.  The strongest response to forced snow covers occurred in 

spring (Sobolowski et al., 2010) though the ECHAM5 surface albedo parameterization does 

not include consideration of seasonal variations in snow albedo caused by the snow’s age 

(Roeckner et al., 2003).  Rydzik and Desai (2014) found that low-level baroclinicity in the 

months from November to March reaches maximum values in a region up to 350 km south of 

the southern extent of snow. 

1.1.3 Atmospheric Moisture 

The flux of water vapor into the atmosphere from the surface is diminished when snow 

cover is present (Ellis and Leathers, 1999).  Observations have shown that evaporation and 

sublimation from snow fields are minimal (Bergen and Swanson, 1964; Persson, 1975) and 

often outweighed by condensation of water vapor to the snow (West and Knoerr, 1959).  

Highly stable conditions tend to prevent much vertical transport of water vapor over snow 

cover (Bengtsson, 1980) though this may be overcome by turbulent eddies in the boundary 

layer (Sverdrup, 1936).  When local snow cover is close to 100%, ecosystem 

evapotranspiration is nearly zero, except when snow melt is occurring (Black et al., 1996).  

Snow cover has been found to inhibit precipitation in observations (Namias, 1985) and 

modelling studies (Walland and Simmonds, 1996; Elguindi et al., 2005), likely due to 

variations in static stability of the lower atmosphere and the lack of upward moisture flux.  

Snowmelt, however, appears to contribute to enhanced precipitation (Namias, 1985). 
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1.2 Snow Cover Trends 

Countless sources have noted a consistent trend of rising surface and near-surface air 

temperatures globally from the late 19th Century to the present (Jones, 1988; Folland et el., 

2001; Rayner et al., 2003; Hansen et al., 2006).  Recent rising temperatures anomalous in the 

broader 300 year context have been observed in North America in conjunction with rising 

concentrations of atmospheric CO2 (Jacoby and D’Arrigo, 1989).  Analyses of projected 

twenty-first century GCM outputs indicate that this trend of warming mean surface air 

temperatures in North America will continue (Maloney et al., 2014) with the largest increases 

in winter (Plummer, 2006).  The upward trend in surface air temperatures has straightforward 

implications for the behavior of snow accumulation and melt which are closely associated 

with a 0°C threshold.  Simplified general circulation model experiments have shown that 

substantial increases in atmospheric CO2 concentration contribute to a poleward retreat of 

snow cover (Manabe and Wetherald, 1980). 

1.2.1 Historical and Present 

Snow cover on the North American landmass has been decreasing since the mid-

twentieth century, particularly in spring (Brown, 2000; Lemke et al., 2007; Gan et al., 2013).  

This trend has persisted into the early twenty-first century with snow cover decreasing more 

in the southern latitudes of the Northern Hemisphere (Li et al., 2018), effectively shifting the 

southern extent of snow further north.  The observed decrease in wintertime surface albedo 

has been attributed to a decrease in snow cover rather than variations in the state of the snow 

itself (Qu and Hall, 2007).  A strong linear correlation has been noted between recent 

reductions in spring snow cover extent and surface air temperatures (Brutel-Vuilmet et al., 
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2013).  This negative correlation is strongest in the region of the Great Plains encompassing 

Nebraska, South Dakota, and southeast Montana, where snow cover variability is highest 

(Robinson and Hughes, 1991).  In winter, North American snow extent is highly correlated 

with tropospheric dynamics from which it becomes decoupled in spring, making surface 

temperature the dominant factor (Frei and Robinson, 1999). 

1.2.2 Projected 

Brown and Mote (2009) found from analysis of CMIP3 model output that snow cover 

duration and maximum snow water equivalent (SWE) values throughout North America are 

projected to decrease as the twenty-first century progresses, though the signal is not as strong 

in the Great Plains as it is in coastal or mountainous regions.  Peacock (2012) found through 

the use of the Community Climate System Model, version 4 (CCSM4) that seasonal snow 

cover would decrease throughout the twenty-first century, especially during spring.  Brutel-

Vuilmet et al. (2013) found through analysis of the CMIP5 suite that the relative retreat of 

spring snow cover extent was dependent on the radiative forcing caused by the concentration 

of greenhouse gases (GHGs), as shown in Figure 1.  Simulations show twenty-first century 

increases in snowfall in mid- to high-latitude regions due to increased precipitation (Peacock, 

2012; Maloney et al., 2014) where temperatures are unlikely to exceed 0°C in winter, despite 

negative mean trends in snowfall globally (Räisänen, 2007; Kapnick and Delworth, 2013, 

Krasting et al., 2013).  There may also be local increases in lake-effect snowfall in the Great 

Lakes region as a result of reduced ice cover (Burnett et al., 2003) though more recent 

analysis suggests that the increased lake-effect precipitation will manifest as rainfall rather 

than snowfall with heavy lake-effect snowstorms declining in frequency but increasing in 
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intensity by the late twenty-first century (Notaro et al., 2015).  Rhoades et al. (2018) note that 

for high-GHG concentration experiments of the variable-resolution Community Earth 

System Model (VR-CESM), snowfall, snow cover, and SWE do not decrease at elevations 

higher than 2,000 m in the late 21st century (2075-2100) when compared to the historical 

simulations (1980-2005). 

1.3 Extratropical Cyclones 

The American Meteorological Society (AMS) Glossary of Meteorology (2018) defines an 

extratropical cyclone as a synoptic scale cyclonic circulation which is not tropical.  The term 

typically refers to migratory closed circulations (vortices) which occur in the middle or high 

latitudes and do not originate over tropical oceans.  Included in this broad definition are 

subtropical and midlatitude cyclones.  Extratropical cyclones are major contributors to much 

of the most impactful weather in North America, including high wind, extreme cold, and 

heavy precipitation events (Ma and Chang, 2017). 

Extratropical cyclones contribute substantially to precipitation on the North American 

continent.  In most of the Great Plains region, the contribution exceeds 80% of the total 

amount of winter (December through February) precipitation, even exceeding 85% in certain 

areas (Hawcroft et al. 2012).  That value surpasses 50% in every other part of the continent.  

Over 20% of the precipitation associated with wintertime extratropical cyclones accompanies 

just 10% of storms.  The percentage of storm associated precipitation decreases for summer 

months but still exceeds 50% in the Great Plains (Hawcroft et al. 2012).  Generally, an 

estimated 70% of the moisture in extratropical cyclones comes from the surrounding 

atmosphere and the remaining 30% is obtained by surface evaporation (Trenberth, 1998).  
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Bjerknes and Solberg (1922) identified a sharp air temperature gradient of cold polar air 

against warm tropical air along which cyclonic vortices would appear.  As a cyclone 

progresses through its life cycle, as outlined by this Norwegian Model, it deepens and 

deforms this polar front through the advance and eventual occlusion of its warm and cold 

fronts.  This baroclinic instability or vertical wind shear in the lower troposphere can be 

shown to contribute to the generation of vorticity and the development of storm tracks (Inatsu 

et al., 2002) and winter cyclones statistically favor movement along areas of high 

baroclinicity which are found just south of the extent of snow (Rydzik and Desai, 2014). 

1.3.1 Projected Trends 

Analyses of GCM outputs indicate a poleward shift in many Northern Hemisphere winter 

cyclone storm tracks in the twenty-first century (Yin, 2005; Teng et al., 2008; Maloney et al., 

2014).  Storms are not projected to become more intense and the frequency of the storms is 

expected to diminish somewhat (Geng and Sugi, 2003; Bengtsson et al., 2006).  While 

certain regions of the Northern Hemisphere, namely the Central Pacific, undergo dramatic 

poleward shifts in cyclone tracks, the modelled response in the Great Plains is minimal, 

though not negligible (Bengtsson et al., 2006).  The apparent reason for the decrease in 

cyclone frequency and intensity, as well as the poleward shift, is a change in baroclinicity 

brought about by a relaxation of the poleward temperature gradient caused by the warming of 

the Arctic  (Geng and Sugi, 2003; Bengtsson et al., 2006).  These changes in North America, 

projected by GCM output, do not substantially differ in more recent studies using the CMIP5 

model suite (Wuebbles et al., 2014). 
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Using a five-member ensemble of version 3 of the Community Climate System Model 

(CCSM3) for the twentieth and twenty-first century, Finnis et al. (2007) found an increase in 

daily precipitation associated with extratropical cyclones due to an increase in available 

atmospheric moisture caused by higher temperatures.  This outcome was found to be 

strongest at high latitudes while the effect in the midlatitudes was lessened by a reduction in 

cyclone frequency. 

1.4 Cyclones and Snow Cover 

Because Sutcliffe (1947) had shown that upper air divergence, and thus upward vertical 

motion, is forced by the advection of cyclonic vorticity by the thermal wind, a framework 

had been provided for meteorologists to consider whether snow field boundaries which 

contribute to steep thermal gradients (baroclinic zones) could play a role in cyclone steering.  

Lamb (1955) found that broad areal extents of snow would limit the movement of 1,000-500 

hPa isopleths and maintain an upper-tropospheric trough over that location.  From this, Lamb 

reasoned that such snow fields could limit the movement of cyclones, writing that, “An 

established continental snow-cover in any winter may be expected to encourage the steering 

of depressions along its perimeter.” 

Namias (1962) provided analysis of observations to support a similar hypothesis showing 

that the abnormally extensive North American snow cover in the period from February to 

March of 1960 contributed to unexpectedly low temperature and thickness anomalies up to 

700 hPa and a higher than average sea-level pressure over the continent contributing to a 

large anticyclone.  The greatest forecast errors in temperature occurred closest to the 

boundary of snow cover, indicating the strong influence on temperature that snow cover has 
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even at the margins of its areal extent.  Namias further noted that during this period, a large 

number of rapidly developing and occluding east coast cyclones (Nor’easters) travelled and 

intensified along similar paths.  Namias concluded that this was due to the high baroclinicity 

caused by the temperature contrast between air overlying the abnormal extent of snow and 

the warm coastal waters of the Gulf Stream.   

Dickson and Namias (1976) subsequently showed that periods of great continental 

warmth or cold in the American Southeast had a direct influence on the strength of the 

baroclinic zone on the coast and would affect the average frequency and positions of 

Nor’easters, drawing them further south when the Southeast was colder.  Dickson and 

Namias also noted that storm frequency was greater in the northern Great Lakes region 

during warmer winter periods, hinting that smaller extents of snow may favor greater 

development of “Alberta Clipper” tracks, which form in the lee of the Canadian Rockies and 

proceed toward the Great Lakes (Thomas and Martin, 2007).  Heim and Dewey (1984) 

showed that extensive snow cover contributed to a greater frequency of cyclones in the 

southern Great Plains and Southeast and a reduction in the amount of cyclones further north. 

Ross and Walsh (1986) studied the effects that the snow extent margin had on 100 

observed North American cyclone cases which moved parallel to the baroclinic zone within 

500-600 km of the snow margin by measuring forecast error from a barotropic model, which 

does not account for baroclinicity in the generation of vorticity.  Ross and Walsh were able to 

determine that the baroclinicity associated with the snow boundary was an important factor 

in cyclone steering and intensity, one which was more pronounced for coastal areas than 

further inland.  These findings could only be applied to cases which were already within the 

prescribed distance from the snow extent boundary. 
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Walland and Simmonds (1997) ran GCM experiments with forced anomalously high and 

low realistic snow cover distributions.  Walland and Simmonds noticed a reduction in North 

American cyclones when the snow cover was more extensive but cyclone densities were 

located further south, similar to the observations of Heim and Dewey (1984).   

Elguindi et al. (2005) reduced the field of study to the Great Plains region by using a 25-

km-resolution nested domain within the Penn State-NCAR Mesoscale Model (MM5) and 

simulating eight well-developed cyclone cases.  Elguindi et al. found that after filling the 

entire inner domain with snow and employing a 48-hour spin-up period, all cyclone cases 

experienced an increase in central pressure and decrease in precipitation, while most 

experienced a decrease in the cold front temperature gradient.  The greatest effect of cooling 

and drying was experienced in the warm sectors of the perturbed case simulations causing an 

increase in atmospheric stability and a subsequent decrease in precipitation and cloud cover.  

This experiment yielded some changes in cyclone trajectory though they were highly variable 

and inconsistent with regards to snow cover changes.  

1.5 Motivation for this Study 

Many authors have used global and regional climate models to study the projected 

behavior of extratropical cyclones in the late twenty-first century (e.g.  Maloney et al., 2014) 

but few if any have examined the contribution made solely by the projected extents of snow 

cover.  While many observational and modelling studies have analyzed the effects of 

extensive distributions of snow cover on cyclone behavior (e.g. Namias, 1962; Heim and 

Dewey, 1984; Elguindi et al., 2005), few have explicitly studied the effects of reductions in 

snow cover such as Walland and Simmonds (1984) who did not experiment with projected 
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snow cover extents.  A few studies have suggested the importance of the snow extent 

boundary to cyclone behavior (e.g. Ross and Walsh, 1986; Rydzik and Desai, 2014) though 

there haven’t been modelling studies which experiment with shifts explicitly applied to these 

boundaries.  While the pronounced effects of snow cover in the Great Plains has long been 

well understood and while regional modelling with snow forcing has been applied to the area 

(Elguindi et al., 2005), regional climate studies in the Great Plains focusing on projected 

snow extent retreat have not been accomplished.  Finally, the great deficiency in all such 

regional, case-oriented modelling studies performed to date is the dependence on a small 

number of simulations.  Examining several simulations across greater numbers of cases not 

only provides the statistical robustness of a large dataset but also allows the ability to 

examine the differences in individual simulations not afforded to broader climatological 

studies.  

The aim of this study is to isolate the direct, short-term effect of twenty-first century 

snow cover extents on twentieth century extratropical cyclones over the Great Plains in 

winter and spring by shifting the southern boundary of snow poleward according to values of 

snow retreat from the late twentieth to the late twenty-first century.  Through large ensemble 

modelling of several subjectively-selected cyclone cases, this study seeks to answer the 

following questions: 

• What effect will shifted snow boundaries have on individual cyclone trajectories and 

intensities? 

• What effect will these changes have on precipitation associated with cyclone cases, 

particularly where large populations are concerned? 
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• To what extent are these effects dependent on the position of the snow boundary, the 

duration of the newly-established snow cover, the total amount of snow removed, and 

the time of year? 

  

2 Data and Methods 

2.1  Domain 

The study focuses on the Great Plains region of North America.  This area was chosen 

because of its high inter- and intra-annual variability of snow cover (Robinson, 1996), 

because the flat topography and relative lack of trees eliminates consideration of their 

influences on cyclone cases, because cyclones frequently travel across the region in winter 

due to enhanced cyclogenesis in the lee of the Rocky Mountains (Zishka and Smith, 1980), 

because the correlation between snow cover and negative temperature anomalies is stronger 

in the Great Plains than anywhere else in North America (Heim and Dewey, 1984), and 

because the region represents one of the largest disparities between maximum snow albedo 

and background surface albedo on the North American continent (Figure 2). 

The model domain established was a 30 km resolution grid spanning 6,300 km west-to-

east and 4,320 km south-to-north (210×144) on a lambert conformal conic projection 

centered on 43.5°N 98°W with true latitudes at 30°N and 60°N (Figure 3).  The model was 

configured to include 30 vertical eta levels (step-like, terrain-following) between the land 

surface and the 100 hPa pressure level.  Lateral boundary conditions were specified at the 

margins with a four grid cell (120 km) relaxation zone with no nudging.  The domain was 

chosen to include the climatological tracks of Alberta Clipper and Panhandle Hook cyclones 
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(Zishka and Smith, 1980; Thomas and Martin, 2007) with enough space provided to allow 

for anomalous trajectories which wouldn’t be influenced by boundary conditions. 

2.2 Case selection 

20 extratropical cyclone cases were selected subjectively by examining 3-hourly North 

American Regional Reanalysis (NARR) weather maps published online by the Penn State 

Department of Meteorology (http://mp1.met.psu.edu/~fxg1/NARR/).  4 cases were chosen 

within the years from 1986-2005 for each month between November and March such that the 

time from four days prior to cyclogenesis to the hour of cyclolysis (or the cyclone leaving the 

domain) did not cross over into another month.  Cyclone trajectories had to be far enough 

from the domain borders to ensure that boundary conditions would not dictate their behavior. 

A diverse range of characteristics were sought for the cases.  Of particular interest was 

the region of cyclogenesis and the trajectory which each cyclone took.  Foremost, cyclones 

had to track over or near the Great Plains region.  Cases were preferred if cyclogenesis took 

place in the lee of the Northern Rocky Mountains and near the western end of the Oklahoma 

panhandle, two of the regions of most frequent cyclogenesis (Reitan, 1974; Zishka and 

Smith, 1980).  Cyclones with different intensities, determined by minimum sea-level 

pressure, and upper-level forcings, determined subjectively by examining 500 mb curvature 

and vorticity advection, were sought.  The objective was to assess the effect of removed 

snow cover on as many different types of storms as possible.  Of the 20 selected cases, the 

control simulation results of only 15 were deemed to be consistent enough with observations 

to warrant analysis in this study.  Unfortunately, this left many Alberta Clippers and few 

Panhandle Hook cyclones.  The paths of all 15 cases are plotted simultaneously in Figure 4. 
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2.3 Data 

2.3.1 North American Regional Reanalysis 

The North American Regional Reanalysis (NARR; Mesinger et al., 2006) is a high-

resolution, high-frequency dataset from the National Centers for Environmental Prediction 

(NCEP) which contains data from 1979 to the present for the North American domain.  The 

reanalysis is comprised of assimilated data from the Regional Data Assimilation System 

(RDAS) and output from the NCEP Eta Model at 32 km resolution on a northern lambert 

conformal conic grid.  The domain size is 349 by 277 grid spaces with 45 vertical layers.  

The data are available in 3-hourly, daily, and monthly composites.   

The NCEP Eta Model makes use of the Noah land surface model (see section 2.4.1; Ek et 

al., 2003) to simulate the snowpack states of snow water equivalent (SWE), density, and 

fractional coverage by calculating sublimation, snowfall, and snowmelt as well as the surface 

energy fluxes due to radiation, sensible and latent heat flux, subsurface heat flux, and phase-

change heat sources and sinks (Mesinger et al., 2006).  Snow data assimilation is done 

primarily with satellite data (K. Mitchell, NCEP/Environmental Modeling Center, 2008, 

personal communication, as cited in Salzmann and Mearns, 2012).  SWE is updated at 0000 

UTC daily from the U.S. Air Force Weather Agency’s SNODEP model output which utilizes 

station and satellite data as well as some manual interpretation (Kopp and Kiess, 1996). 

The NARR data used for this study were provided in grib format by NOAA/OAR/ESRL 

PSD, Boulder, Colorado, USA, at https://www.esrl.noaa.gov/psd/.  3-hour NARR data were 

used to initialize and set boundary conditions for the WRF model simulations as well as 

provide context for historical (1986-2005) monthly snow line averages. 
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2.3.2 CMIP5 

The fifth phase of the Coupled Model Intercomparison Project (CMIP5; Taylor et al., 

2012) is a collaboration of the 12th Session of the Working Group on Coupled Modelling 

(WGCM) of the World Climate Research Programme (WCRP) in support of the 

Intergovernmental Panel on Climate Change’s Fifth Assessment Report (IPCC AR5).  With 

over 30 coupled climate models, the goal of the project was to promote a standard set of 

long- and short-term model simulations to evaluate individual model accuracy in simulating 

the past, provide future projections under different conditions, and understand the reasons for 

disagreement among models (Taylor et al., 2009).  Among experiments for future 

simulations are the Representative Concentration Pathways (RCP; van Vuuren et al., 2011), 

which are a set of  four greenhouse gas concentration trajectories contributing to separate 

radiative forcing values (+2.6, +4.5, +6.0, and +8.5 W m-2 relative to pre-industrial values) in 

the year 2100.  Each represents evolving emissions scenarios for the twenty-first century and 

beyond with RCP2.6 representing a dramatic global shift away from fossil fuel use and 

RCP8.5 representing an increasing trend of fossil fuel use described as “business as usual.” 

This study utilizes model output from historical, RCP4.5, and RCP8.5 experiments 

which, as members of the core set of experiments, were present for all models.  RCP2.6 and 

RCP6.0 are not core experiments of the CMIP5 project and have not been simulated by all 

models.  Selected models were chosen from Brutel-Vuilmet et al. (2013) who found that the 

CMIP5 models they had analyzed were able to faithfully reproduce observed snow mass 

(also SWE) extent form 1979-2005, except in spring where the models underestimated the 

significant long-term reduction over time.  Brutel-Vuilmet et al. analyzed SWE data from 22 
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models, the only ones with land and ice sheet masks available.  Certain models were 

removed from consideration in this study for a variety of reasons.  The BCC-CSM1.1 model 

was omitted for not having monthly-averaged snow mass data readily available.  The 

CanESM2 model was excluded from this study due to its exceptionally large lake mask in the 

Great Lakes region which tended to contribute to unrealistic snow line assessments at those 

longitudes.  The RCP4.5 experiment data were not available for the FGOALS-g2 model.  

The MIROC-ESM and MIROC-ESM-CHEM models had spatial resolutions that were too 

coarse for the snow extent algorithm to interpolate to the domain used for the regional model.  

In the end, 14 models were considered for determining projected snow extent distributions 

(Table 1).   Many models had multiple realizations and a few different physics options 

simulated which were averaged together for individual models and then all different models, 

even if associated with the same institutions as other models, were treated separately. 

2.4 Model Physics 

Cases were simulated with NCAR’s WRF version 3.9 (Skamarock et al., 2008), which is 

a numerical weather prediction (NWP) model with interchangeable physics options.  

Simulations employed the Advanced Research WRF (WRF-ARW) dynamical solver which 

involves fully compressible, time-split 2nd- to 3rd-order Runge-Kutta integration on an 

Arakawa C grid on a stretched, terrain-following vertical coordinate (a full summary of the 

model protocols and governing equations can be found in Skamarock et al., 2008). 

This study employed standard physics options with efficiency and accuracy in mind with 

some alterations made to the land surface model (see section 2.4.1).  The WRF Single-

Moment 3-class (WSM3) scheme (Hong et al., 2004) was used to parameterize microphysics 
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which allows for water vapor, cloud water/ice, and rain/snow hydrometeors and the various 

transitions between them.   

2.4.1 Noah Land Surface Model 

Of the land surface schema available for use in WRF, the NOAH land surface model 

(Noah; LSM; Mitchell et al. 2001) was chosen.  The Noah LSM is widely used in weather 

and climate models by such organizations as NCEP and the National Weather Service 

(NWS).  Noah itself is an acronym of the organizations NCEP, Oregon State University, the 

Air Force Weather Agency and Air Force Research Lab, and the NWS Hydrology Lab.  The 

model’s performance has been extensively researched and its strengths and limitations are 

well understood. 

The Noah LSM uses a single layer snow model and calculates snow albedo by means 

of the method employed by Livneh et al. (2010), which calculates the albedo of the snow-

covered portion of a grid cell as 

𝛼𝛼𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚𝐴𝐴𝑡𝑡
𝐵𝐵 

where αmax is the maximum albedo for fresh snow in the given grid cell (established by data 

from Robinson and Kukla, 1985), t is the age of the snow in days, and A and B are 

coefficients which are, respectively, 0.94 and 0.58 (0.82 and 0.46) during periods of 

accumulation (ablation).  The decay of the fraction of αmax by day during accumulation and 

ablation phases is shown in Figure 5.  In current versions of the WRF Noah LSM, two issues 

prevent the ideal execution of this formula: first, the coefficients A and B are fixed and may 

only be changed by recompiling the model, leaving them set to either the accumulation or 

ablation phase of snow and second, t is always set to zero at model initialization.  In this way, 
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to determine the albedo of the snow in a grid cell, the WRF Noah LSM module treats all 

snow as newly-fallen snow which is either accumulating or ablating.  This can lead to an 

overestimation of surface albedo in high-resolution simulations of ablating snow fields, 

causing a significant underestimation of 2-m temperature accompanied by an overestimation 

of outgoing shortwave radiation (Tomasi et al., 2017).   

 In order to address the issue of the accumulation/ablation coefficients, two versions of 

WRF were compiled.  The first had values for A and B set to those for accumulating snow 

and was used for cases taking place in November through February.  The second version of 

WRF had A and B set to their corresponding values for ablation and was only used for cases 

taking place in March.  The issue of the snow’s age was not addressed, which may result in a 

stronger albedo and temperature gradient than would otherwise be present. 

 The albedo, α, of the entire grid cell is determined from the snow albedo by the 

equation 

𝛼𝛼 =  𝛼𝛼0 +  𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝛼𝛼𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝛼𝛼0) 

where α0 is the background snow-free albedo of the grid cell which is determined by the day 

of year and does not account for vegetation and 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the fraction of the grid cell covered 

by snow (fractional snow cover; FSNO).  If the value for the background snow-free albedo is 

higher than the calculated value for snow albedo, the total grid cell’s albedo is set to that for 

the background snow-free albedo.  The emissivity, ε, of the grid cell is calculated similarly as  

𝜀𝜀 =  𝜀𝜀0 + 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜀𝜀0). 

FSNO is quite often a limiting factor in a grid cell’s albedo and emissivity and is 

calculated thusly: 
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𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 1 − (𝑒𝑒−𝜆𝜆𝜆𝜆 −  𝑅𝑅 ∙  𝑒𝑒−𝜆𝜆) 

such that R is the ratio of SWE to the threshold value for a grid cell’s SWE above which 

snow cover is total and λ is a tuning parameter equal to 4 (since the release of Noah LSM 

version 2.6; Mitchell et al., 2005).  

 The thermal conductivity of snow for a grid cell is calculated in W m-1 C-1 from a 

basic version of the Dyachkova and Serova equation (1960; as referenced in Golubev and 

Frolov, 2015) which is valid for snow densities between 0.1 and 0.4 kg cm-3: 

𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠𝑤𝑤 =  0.0763 ∙  10 2.25𝜌𝜌𝑠𝑠 

Here ρs is the density of the snow which can be calculated simply as SWE divided by the 

snow depth. Thermal conductivity determines the magnitude of soil-snow het flux, 

calculated as 

𝐺𝐺 = 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 

where 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the snow depth and T is the temperature of the land surface and the top soil 

level, respectively. 

 Precipitation is categorized as snow if the fraction of frozen precipitation passed in 

from the microphysics scheme is greater than 50%.  If precipitation is liquid but the skin 

temperature is freezing or below, the precipitation is categorized as freezing rain.  No 

snowmelt occurs in the surface temperature is at or below freezing.  Sublimation and frostfall 

are governed entirely by the sign of potential evaporation [kg m-2 s-1] which is fed in from the 

model. 
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2.5 Experimental Design 

For each of the 15 cases, 25 simulations were run for a total of 375 distinct simulations.  

Each case was simulated at 5 initialization times: 0, 24, 48, 72, and 96 hours prior to 

cyclogenesis in order to determine for how long a snow cover must be established to elicit a 

change in cyclone behavior.  The time of cyclogenesis for each case was subjectively 

determined by analysis of sea-level pressure (SLP) charts in NARR data.  At each 

initialization time, 5 separate snow distributions were tested: the control case with observed 

snow cover, the tenth, fiftieth, and ninetieth percentiles of projected northward snow retreat 

(see section 2.5.2), and a sensitivity test where all snow in the domain is removed.  

Removing all snow in the domain is intended to reveal the extent to which cyclones are 

affected by shifting snow boundaries as opposed to the simple removal of snow.   

2.5.1 Snow line determination 

The snow line is defined here as the continuous lateral boundary demarcating the 

southernmost extent of snow-covered ground across the North American continent at a given 

instant or averaged over a given time period.  The month-averaged snow line was objectively 

determined for each realization of each of the 14 CMIP5 models for each month between 

November and March for the years between 2080 and 2099.  Values within the same month 

across all years and realizations for each model were then averaged to produce ten average 

snow lines per model, one for each RCP experiment for each of the five months.  One snow 

line for each model was similarly determined for each month of the historical experiment 

between the years of 1986 and 2005. 
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The algorithm to determine the snow line of a retrieved snow extent begins at the western 

end of the domain and moves eastward at each step as it scans from south to north.  A grid 

cell is considered to be snow-covered if the SWE is equal to or exceeds 5 kg m-2 (as in 

Brutel-Vuilmet et al., 2013).  When the algorithm identifies a grid point with SWE exceeding 

5 kg m-2, it looks at all grid points between there and 300 km to the north (equivalent 2.7° 

latitude).  Capping all SWE values at a maximum value of 6 kg m-2, the algorithm takes the 

average of all points within the span and, if the value exceeds 5 kg m-2, the snow line value 

for that longitude is set to the first (southernmost) point in the span and the algorithm scans at 

the next longitude.  This method prevents the algorithm from identifying rogue southern 

patches of snow as being part of the greater continental snow extent while also allowing 

some minor irregularities at the snow margin.  Once the exact snow line is determined, a 20-

point (600 km) moving average is applied to smooth the result. 

SWE was chosen for the snow line algorithm over FSNO and snow depth for a host of 

reasons.  Brutel-Vuilmet et al. (2013) have determined that the mean ensemble of CMIP5 

members reproduced historical SWE very well except in spring, where the reduction in SWE 

over time was underestimated.  This reproduction of snow coverage was determined 

according to a 5 kg m-2 threshold of SWE which is why the same threshold it utilized for this 

study.  There is no standard formula for the determination of FSNO, even among members of 

the CMIP5 experiment, rendering comparisons between models less meaningful.  FSNO is 

also based largely on surface roughness, making it subject to mountain ranges, forests, and 

urban areas, creating a patchy distribution which does not easily lend itself to determining a 

southern extent.  The WRF Noah LSM determines FSNO from inputs of SWE rather than 

snow depth, making SWE more relevant to albedo as well as energy and moisture fluxes.   
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2.5.2 Snow Removal 

Once each CMIP5 model had a historical (1986-2005), and projected RCP4.5 and 

RCP8.5 (2080-2099) average snow line determined for each month, the meridional distance 

was determined between historical and projected snow lines at each zonal location, 

producing δ-arrays.  The δ-arrays store the distance between two corresponding points on a 

historical and projected snow line.  The δ-array method was used as opposed to inserting 

actual projected future snow cover distributions in order to gauge the response of cyclones to 

quantified shifts in snow lines and bypass the effect of model bias.  It is necessary when 

working with future climate projections to assume that bias present in historical simulations 

will persist in future simulations in order to make meaningful interpretations of prospective 

changes (Peacock, 2012).  A δ-array does not tell us what a future snow line will look like 

but rather how much a model predicts the average snow extent will recede. 

With two δ-arrays for each model, RCP4.5 and RCP8.5, snow retreat values were 

averaged across a 3,000 km distance which spanned roughly from the central Rocky 

Mountains to the eastern seaboard according to zonal values on the conformal grid, ignoring 

snow retreat values in the Great Basin and Pacific Coast as well as those in New England and 

the Canadian Maritimes.  Among these average values for each month, the tenth, fiftieth, and 

ninetieth percentiles of reduced snow extent were determined (Figure 6, Table 2). 

In order to test the effect of the tenth, fiftieth, and ninetieth percentiles of snow extent 

retreat, a simulation with these adjustments was run for each case.  In order to make the 

necessary adjustment, values from δ-arrays corresponding to the month of the case being 

tested were applied to that case’s observed snow extent.  By adding retreat values to each 
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zonal location on the observed snow line, a new snow line is produced.  Once the new snow 

line has been determined, the SWE and snow depth values to the south of it are set to zero, 

except where snow is above 2,000 m above sea level.  In simulations where all snow is 

removed, these snow variable values are set to zero throughout the domain, including above 

2,000 m in elevation.  The area where snow is forcibly removed for each perturbed 

simulation is called the depopulated zone (DPZ). 

One consequence of the snow removal method which should not be overlooked is the 

creation of an unnatural “hard margin” at the southern extent of the adjusted snow field.  

Most snow fields have gradual decreases in SWE and snow depth which may contribute to 

relaxed albedo, temperature, and moisture flux gradients contributed by the snow field at the 

boundary.  The removal of all snow south of the perturbed snow line creates, in most areas, a 

sharp drop in SWE and snow depth which is likely to contribute to stronger gradients at the 

new snow line.  This is not considered detrimental to the study as it is expected to create an 

exaggerated signal which must be qualified as such. 

2.5.3 WRF simulations 

Simulations for each case were run simultaneously using WRF in serial mode on multiple 

separate servers courtesy of the University of Wisconsin Center for High Throughput 

Computing.  An initial “primer” simulation was run for each case, initialized 96 hours prior 

to cyclogenesis and run through cyclolysis, which produced restart files for every 24-hour 

interval.  These restart files were used to initialize both control and perturbed model 

simulations in the high throughput environment.  The primer runs differed from the control 

runs initialized four days out because unlike control runs, primer runs were initialized with 



26 
 
true snow cover observations on the day of initialization.  Regardless of initialization time, 

all non-primer simulations were initialized with the snow cover present at the time of 

cyclogenesis before any alterations were applied.  This was so that all initialization times 

would use identical snow cover distributions in order to remove the effects of day-to-day 

snow cover variability. 

In order to isolate the influence of established snow cover as opposed to snow deposited 

ahead of a cyclone by itself and to retain consistent snow distributions for altered cases, 

especially where no snow cover is present, the Noah LSM was edited so that snow does not 

accumulate on the ground.  To be clear, this does not prevent snowfall from reaching the 

ground nor does it alter the phase of frozen precipitation as in Vavrus (2007); rather, it 

permanently sets the variable in the LSM for snow accumulation at the surface to zero.   

2.5.4 Cyclone tracking 

Because there were a limited amount of subjectively-selected cases used in this study, 

finding and tracking cyclone centers could be done without many of the challenges which 

broader and more long-term studies have faced (e.g., Geng and Sugi, 2003; Rydzik and 

Desai, 2014).  Because the hour and general location of cyclogenesis were known for each 

case by examination of the NARR observation data, the simple cyclone-tracking algorithm 

was able to search within a square centered on a “guess point” in the domain grid for the 

minimum SLP in the area.  Each side of the search box was 600 km in length, creating a 36 × 

104 km2 area to search for a cyclogenesis location which may have shifted due to model 

error.  Once the algorithm had found the first location of the cyclone trajectory, it would 

create a new search rectangle 975 km zonally by 900 km meridionally which was shifted so 
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that the previous cyclone center was 225 km from the western edge.  The algorithm would 

then search the rectangle for the minimum SLP and renew the process until a specified time 

of cyclogenesis or until the cyclone center got too close to the domain boundary.  

 

3 Results 

3.1  Snow cover trends 

δ-array averages indicate the mean retreat of snow from the period of 1986-2005 to 2080-

2099 projected by each model within the span defined in subsection 2.5.2.  Figure 6 shows 

the spread of all models for both RCP experiments for each month.  The results show great 

disagreement among models with large, overlapping spreads though some trends are clear.  

All models for both experiments in all months show a projected poleward shift in snow cover 

extent, with a minimum average retreat in January of 50.7 km and a maximum in November 

of 1,025.4 km.  The CMIP5 models show that the shoulder months of November, December 

and March experience greater retreats than those in the middle of winter.   

Generally, RCP8.5 simulations show greater retreat than RCP4.5 though all months have 

multiple exceptions.  According to the student’s t-test, RCP8.5 experiments experience 

greater retreat within the 99.9% confidence interval except in March, where the confidence 

level shrinks to 99%.  February has the lowest standard deviation of results at 175.6 km and 

December has the highest at 219.2 km.  The standard deviation in November is comparable 

to that of December at 210 km.  January and March are both comparable to February at 185.5 

km and 183.9 km, respectively. 
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Perturbed snow fields are shown relative to the observed snow fields for each case in 

Figures 7, 8, and 9.  The order of cases from left to right and top to bottom reflects the day of 

year on which the case takes place.  The case on 1500Z 8 November 2005 has a snow extent 

which is so sparse and patchy that it is generally excluded from analyses involving direct 

comparison to the position of the snow line.  The greatest extent of snow exceeding 5 kg m-2 

occurs in the 2100Z 25 January 1996 case which is the only proper “Panhandle Hook” case 

and the southernmost path simulated in this study.   

3.2  Pressure changes 

Across all cases, initialization times, and snow cover alterations, 77% of simulations 

experienced an average decrease in pressure compared to the corresponding control 

simulation, however slight, and all perturbed simulations experienced some average change 

in pressure.  Figure 10 shows the distribution of pressure changes averaged over the 

cyclone’s lifetime for perturbed simulations (perturbed-control).  The mean average pressure 

change for all simulations was only -0.24 hPa.  For cases initialized three and four days 

before cyclogenesis, the percent which experienced an average drop in pressure was 87%.  

The percentages are similar if only Alberta Clippers are examined.  The maximum decrease 

in pressure during the cyclone’s lifetime is shown for all simulations in Figure 11.  The 

average maximum pressure decrease is only 0.69 hPa but the maximum, which is quite 

anomalous, exceeds 7 hPa.   

Average and maximum pressure changes do not correlate strongly with the amount of 

snow removed across all simulations (R2 = 0.22 and R2 = 0.19, respectively; N = 300 and p < 

0.01 for both) nor if simulations with all snow removed are filtered out, even for simulations 
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with initialization three and four days out.  Table 3 does show, however, that the percentage 

of simulations which have a negative average change in pressure is dependent on both the 

initialization time and the amount of snow cover removed with all 15 cases experiencing a 

decrease in average pressure when initialized at four days out with no snow.  The simulations 

with the least amount of cases which experience an average pressure decrease are those 

which are initialized at cyclogenesis (T-0).  Furthermore, when cyclones enter the DPZ, their 

central pressure decreases, on average, 247% as much as when not over the DPZ (p < 0.001).   

Depressions over the DPZ deepen an average of 396% as much as those which remain over 

snow (p < 0.001).  

The response of central minimum SLP to snow removal is seasonally dependent, with 

stronger responses as the cold season progresses.  Figure 12 shows the contrast in maximum 

pressure difference between control and perturbed simulations filtered by the periods of 

November-December (N=100), January-February (N=120), and March (N=80).  The 

response is consistently weakest in the November-December period (p < 0.001) with an 

average maximum pressure decrease of -0.3 hPa.  The response in the January-February 

period is much greater than that (p < 0.001) with an average of -0.7 hPa but the response is 

significantly greater in March than in the rest of the cold season (p < 0.001) at an average of -

1.2 hPa.  The four greatest pressure decreases all occur in March simulations, though they are 

outliers. 

3.3  Trajectory departures 

Every simulation experienced at least some mean trajectory deviation (MTD), determined 

as the sum of the total distances between corresponding points on control and perturbed paths 
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divided by the amount of three hour intervals in the cyclone lifetime.  Figure 13 shows the 

distribution of MTDs across all simulations.  The minimum amount experienced is 1.3 km 

(3h)-1 which occurred on a tenth percentile adjustment initialized three days prior to 

cyclogenesis and the maximum is 102.3 km (3h)-1 which occurred as the result of a 

simulation with all snow removed and initialized four days prior to cyclogenesis.  The 

average MTD across all simulations is 29.3 km (3h)-1 with a standard deviation of 19.1 km 

(3h)-1.   

The cases which underwent large MTDs often accompanied large negative changes to 

average pressure (R2 = 0.45, p < 0.001) and substantial maximum pressure decreases (R2 = 

0.42, p < 0.001).  For cases initialized three or four days prior to cyclogenesis, the 

relationship to average pressure change becomes slightly more robust (R2 = 0.50, p < 0.001).  

If only Alberta Clipper cases are considered, the relationship between MTD magnitude and 

maximum pressure decrease strengthens somewhat (R2 = 0.46, p < 0.001)  

Across-case averages for MTD for each adjustment amount and initialization time are 

given in Table 4.  The case averages show that, while initialization time certainly has some 

influence in determining the magnitude of MTD, the outcome seems to be more dependent 

on the amount of snow removed.  While the maximum value of across-case average MTDs 

for tenth percentile snow retreat simulations is 18.1 km (3h)-1, the maximum average value 

for simulations initialized at the time of cyclogenesis (T-0) is more than double that and it is 

even exceeded by the average MTDs for the median snow retreat simulations at T-0.  Figure 

14 shows that MTD adheres fairly well to a linear relationship with the amount of snow 

removed across all cases (R2 = 0.47, p < 0.001).  If the simulations with all snow eliminated 

are filtered out, the relationship becomes much weaker (R2 = 0.27, p < 0.001). 
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Like pressure, the trajectory deviation response is seasonally dependent, with stronger 

responses occurring later in the cold season.  Figure 15 shows the mean trajectory deviation 

in km (3h)-1 across all simulations for the periods of November-December (N=100), January-

February (N=120), and March (N=80).  MTDs are significantly weaker in the November-

December period (p < 0.001) with an average value of 21 km (3h)-1.  In the middle of winter, 

the average increases to 30.4 km (3h)-1 and the values in March are significantly greater (p < 

0.001), averaging 38 km (3h)-1.  Unlike the maximum pressure difference, the maximum 

outlier for the January-February period actually exceeds that of March and the two periods 

resemble one another more closely. 

In order to determine whether cyclone trajectories where being steered toward or away 

from perturbed snow lines, the snowline-oriented trajectory deviation (SLOTD) was 

examined.  SLOTD, like MTD, takes the average deviation between a perturbed and control 

path but, rather than sum up all deviations regardless of direction, the SLOTD algorithm 

finds the point on the snow line nearest each point on the perturbed trajectory and treats the 

deviation as positive if that point is closer to the snow line than the corresponding point on 

the control simulation’s trajectory and negative otherwise.  The average value for SLOTD 

across all simulations is 0.9 km (3h)-1 with a standard deviation of 4.3 km (3h)-1.  Values are 

similar for Alberta Clipper cases and cases initialized at least two days prior to cyclogenesis. 

3.4  Precipitation changes 

Storm-associated precipitation is calculated in a method similar to that presented by 

Hawcroft et al. (2012) who found that roughly 95% of precipitation associated with 

extratropical cyclones occurred within a 12° radial cap about the storm’s minimum pressure 
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for the months of December, January and February.  That same metric was used for the 

months of November and March in this study.  Precipitation between unaltered and perturbed 

simulations were compared by subtracting the control storm’s associated precipitation from 

that of the perturbed storm.   

Almost exclusively, simulations initialized four days out experienced an increase in net 

storm-associated precipitation.  The one exception was a simulation with all snow cover 

removed which also underwent substantial negative average and maximum pressure changes.  

Increases in total storm-associated precipitation grow in magnitude from tenth to ninetieth 

percentile snow perturbation experiments but for experiments with no snow, values were 

either higher than that of the ninetieth percentile removals or much lower.  In many cases, the 

percentage of frozen precipitation decreased (often by an average of roughly 0.1%), while 

total precipitation increased, giving way to the generation of rain. 

3.5  Snow line adherence 

Case observations were tested for a property called adherence (A), which is a measure of 

the similarity of a cyclone’s trajectory to and distance from the snow line.  Adherence is 

essentially the average distance of the cyclone center from the snow line subtracted from the 

linear correlation of the cyclone trajectory to the snow line and is calculated as 

𝐴𝐴 =  
[𝑛𝑛 ∑𝑇𝑇𝑇𝑇 − (∑𝑇𝑇)(∑𝑆𝑆)]

�[𝑛𝑛∑𝑇𝑇2 − (∑𝑇𝑇)2][𝑛𝑛 ∑𝑆𝑆2 − (∑𝑆𝑆)2]
− �

𝑒𝑒0.001𝑑𝑑 − 1
𝑒𝑒

� 

where T is the cyclone trajectory, S represents the corresponding points on the snow line, and 

d is the average distance, in kilometers, of the cyclone trajectory from its corresponding snow 
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line points.  Adherence is high if the trajectory closely follows the snow line and low if the 

trajectory does not look like the snow line or if it is too far from the snow line. 

 When comparing the adherence of observed cyclone trajectories to the snow line from 

NARR observations and their minimum central pressure for each case, a robust linear 

relationship emerges such that the correlation coefficient is equal to -0.664 (p < 0.01; Figure 

16).  The value is similar if only Clippers are examined and far less (r = 0.4; p > 0.05) when 

examining average pressure of the cyclone.  The relationship with average and maximum 

vorticity of the cyclone center is particularly weak and inconsistent (ranges from -0.021 to 

0.209). 

3.6  Changes for cities 

Nineteen cities are examined in this study for temperature and precipitation changes to 

determine the effect of shifted snow line cyclone responses on large populations (Figure 17).  

Cities were chosen to be spread out and create a network of data points which are in or near 

the major cyclone tracks.  All cities get warmer when snow is removed.  The greatest 

warming is of minimum temperatures then mean temperatures.  Maximum temperatures 

undergo some warming though often a fair amount less than the others.  Minneapolis, in 

particular, warms far more than other cities in January and February (Table 5).  At the same 

time, Minneapolis lies in or near the DPZ for all January and February cases. 

The average change in storm-associated precipitation across all cases for fiftieth 

percentile simulations initialized four days prior to cyclogenesis were examined for all cities.  

For changes to rain and snowfall, as well as total precipitation, trends were inconsistent 
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across all cities and none of the changes were statistically significant (p > 0.05).  Significance 

did not improve for ninetieth percentile perturbation simulations.   

While precipitation statistics may not be generalizable for cities, certain cases do bare 

noteworthy results in perturbed simulations.  For example, the “Panhandle Hook” case of 25 

January, 1996 was a major precipitation event responsible for delivering a total of 19,041 cm 

of storm-associated precipitation along its trajectory, 48% of which was frozen.  The 

northward shift of its exceptionally far southern snow line contributed to a considerable 

phase change in precipitation, particularly in the region around St. Louis, Missouri.  The data 

show that for the ninetieth percentile shift, initialized four days prior to cyclogenesis, 2.1 cm 

of snow becomes 2.1 cm of rain in the city of St. Louis.  For the tenth percentile shift, 1.3 cm 

of snow becomes rain.  The numbers are similar when initialized three days out but drop off 

sharply when initialized two days or fewer out.  Given enough time, even small shifts to the 

continental snow line contribute to a great enough temperature change to warrant a phase 

change in local precipitation. 

 

4 Discussion 

The retreat of snow extent calculated by comparing averages of historical (1986-2005) 

and late twenty-first century (2080-2099) snow lines is substantial, even in the tenth 

percentile of cases and there is unanimous agreement among all models that for both RCP 

experiments, the fall, winter, and spring extents of snow will recede by a minimum of an 

average 50 km.  The snow extent retreats modelled in the RCP8.5 experiment are 

significantly (p < 0.01) greater than for the RCP4.5 experiment.  There is considerable spread 



35 
 
in the retreats calculated in each month, indicating the inconsistency between models in 

precisely capturing the retreat of snow cover and meaning that the tenth, fiftieth, and 

ninetieth percentile perturbations in this study, while very different, are equally worthy of 

consideration.  It may also not be entirely prudent to generalize by suggesting that tenth 

percentile cases represent RCP4.5 projected snow distributions since the tenth percentile 

snow retreat in both February and March are represented by model output from the RCP8.5 

experiment.  While Figure 6 indicates that greater average snow line retreat occurs in 

November and December than in March, it is important to recall that Brutel-Vuilmet et al. 

(2013) found that the CMIP5 suite consistently underestimates the reduction in spring snow 

cover extent.  What’s more, while there may be less retreat shown in March, snow in spring 

is both older and in its ablation phase, contributing to lower albedo and greater moisture 

availability than is present over new snow in the fall and early winter. 

The pressure changes between perturbed and control cases shown have been minor.  By 

adding snow to a mid-sized nested domain in the Great Plains only 48 hours prior to the 

transit of cyclones over the region, Elguindi et al. (2005) found an average minimum central 

pressure difference of 4.0 hPa, a threshold which only three simulations in this whole study 

exceeded.  Perhaps this can be attributed to the fact that Elguindi et al. added snow as 

opposed to removing it or to the physics of the MM5 model compared to WRF-ARW.  Even 

with the disparity in the magnitude of pressure changes, the trend of increasing central 

pressure when snow is added is complemented by the findings of this study where snow 

removal generally contributed to a decrease in central pressure.  That cyclones experience 

significantly greater decreases in pressure while in transit over the depopulated zone 
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corroborates Elguindi et al. (2005)’s conclusion that snow cover prevents the deepening of 

midlatitude depressions.   

The fact that observed adherence and minimum central pressure demonstrate a close 

linear relationship implies that pressure may be directly affected by the presence of snow 

margin baroclinicity.  The negative correlation indicates that weaker storms are not more 

likely to follow the snow line but instead that the snow line may contribute to the 

intensification of storms which are near it.  Further work should be done to investigate 

whether intensification of observed storms is closely tied to snow line adherence.  It is 

unexpected that the vorticity field points toward no such relationship since the role of 

baroclinicity would be to contribute directly to the generation of vorticity. 

The seasonal differences in the response of both pressure and MTD to snow removal are 

significant and cannot be ignored.  The responses of both variables in the November-

December period are incredibly small and the reason for which should be investigated 

further.  The fact that the greatest responses are seen in March, the one month where the 

Noah LSM values for the Livneh et al. (2010) equation for snow albedo are set to the lower 

values for ablation, indicates that albedo is likely not the primary driver of this response even 

though solar zenith angle is higher in spring. 

The relationship shown between MTD and pressure changes indicates that, while the two 

may not be directly linked, they do respond similarly to perturbed simulations.  The neutral 

relationship of the snowline-oriented trajectory deviation to snow removal and low, 

inconsistent values indicates the snow line does not actively steer cyclones toward it for the 

most part; at least, not snow lines that have been established for four days or less.  Tracking 
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cyclones by searching for SLP minima alone may provide an incomplete view of changes in 

the position of cyclones over time. 

It is shown that snow cover has a cooling effect on cities, having particular influence on 

minimum temperatures as well as mean temperatures.  This is especially noticeable when 

snow is removed from in and around the city in a perturbed simulation.  This may indicate a 

feedback whereby a warmer future climate would reduce snow coverage for cities and 

contribute to greater warming in their respective locales.    

The direct responses to short-term snow cover changes seen in the results of this 

experiment will not necessarily be present in the late twenty-first century as long-term 

adjustment to the reduced snow and feedbacks contributed by additional components of the 

climate system take effect.  What’s more, the “hard margin” of SWE created by the 

circumstances of snow cover removal in this study’s methodology is expected to create a 

stronger baroclinic and moisture flux gradient than would realistically be present, especially 

coupled with the WRF Noah LSM’s procedure to treat all snow as fresh at model 

initialization.  These would be expected to increase the signal of removed snow on 

atmospheric circulation though the signals revealed by this study have been fairly weak.  It 

may be that fixing these issues would provide a stronger response but it seems more likely 

that the real response by nature to sudden snow cover removal would be even less dramatic. 

Finally, the decision to remove snow accumulation from precipitation at the surface may 

have been necessary in order to parse the influence of preexisting snow cover but may also 

exclude a potentially important feedback contributed by snow deposited from the storms 

themselves.  However, due to the muted response in simulations initialized at the time of 
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cyclogenesis, it seems unlikely that snow deposited directly in front of or under an 

extratropical cyclone will have a strong effect on its behavior. 

 

5 Conclusion 

The WRF-ARW model was run for 15 separate extratropical cyclone cases with 

adjustments to the areal extent of snow, initialized zero to four days prior to cyclogenesis in 

order to determine the nature of the influence which the snow boundary exerts on these 

synoptic systems.  Late twenty-first century snow extents were determined from future global 

projections with RCP4.5 and RCP8.5 greenhouse gas concentrations run by 14 models of the 

CMIP5 suite and all models across both experiments show that late twenty-first century snow 

coverage will be less than it was in the period from 1986-2005.  The largest retreat of snow 

took place in November and then December but the GCMs have a tendency to underestimate 

snow extent retreats in spring.  77% of cases across all 375 simulations experienced an 

average decrease in pressure, though the magnitude was not high for most.  Pressure was 

shown to decrease to a significantly greater degree while cyclones progressed through the 

area where snow had been removed and to remain closer to control values while over snow.  

Every simulation experienced some mean trajectory deviation, which was related somewhat 

reliably (R2 = 0.47) to the amount of snow removed from the domain. 

This work may be of use in short-term and subseasonal forecasting in determining how a 

cyclone may intensify with regards to a preexisting or recently-shifted snow field or what 

phase of precipitation one can expect, given the position of the snow line.  Certainly, 
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forecasters should recognize the enhanced role which snow cover plays in cyclone steering 

and intensity in the month of March. 

Weak responses to the removal of snow cover at the time of cyclogenesis suggest that the 

presence or absence of the snow margin has a minor though not entirely imperceptible 

immediate effect.  There is little to imply that the effect on trajectory deviation, pressure 

change, or precipitation plateaus at T-4 simulations and so the question of the full scale of the 

snow margin’s influence cannot be answered until longer case study simulations are 

executed. 
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Figure 1.  From Brutel-Vuilmet et al. (2013): Projected Northern Hemisphere March–April 
average seasonal snow cover extent (RSCE, relative to the 1986–2005 reference period) for 
the different RCP scenarios (blue: RCP2.6; green: RCP4.5; yellow: RCP6.0; red: RCP8.5), 
multi-model average over all available models for each scenario. The 5-yr running average 
ensemble mean is taken for each individual model before the multi-model average is 
calculated. Inter-model spread is represented as plus or minus one standard deviation from 
the multi-model mean. 
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Figure 2.  Difference between grid point maximum snow albedo (determined from Robinson 
and Kukla, 1985) and background surface albedo as established by the WRF Preprocessing 
System.  The large region of maximum albedo difference in the center of the continent 
represents the Great Plains study area. 
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Figure 3.  The domain utilized for WRF-ARW simulations.  The 30 km grid spacing is 
shown with the black grid and the four grid cell buffer zone is left uncovered. 
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Figure 4.  Cyclone trajectories for the 15 cases tested in this study. 
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Table 1. CMIP5 models used in this study and their attributes  

(see http://cmip-pcmdi.llnl.gov/cmip5/). 

  

Modeling Center (or Group) Institute ID Model Name Horizonal Res.  
(°lon × °lat) 

No. Vertical 
Levels 

Commonwealth Scientific and Industrial 
Research Organization (CSIRO) and 
Bureau of Meteorology (BOM), Australia 

CSIRO-BOM ACCESS1.0 1.875 × 1.25 38 

National Center for Atmospheric Research NCAR CCSM4 1.25 × 1.0 26 

Centre National de Recherches 
Météorologique/Centre Européen de 
Recherche et Formation Avancée en 
Calcul Scientific 

CNRM-CERFACS CNRM-CM5 1.4 × 1.4 31 

Commonwealth Scientific and Industrial 
Research Organization in collaboration 
with Queensland Climate Change Centre 
of Excellence 

CSIRO-QCCCE CSIRO-Mk3.6.0 1.8 × 1.8 18 

NASA Goddard Institute for Space Studies NASA GISS GISS-E2-H, 
GISS-E2-R 2.5 × 2.0 40 

Met Office Hadley Centre MOHC HadGEM2-CC, 
HadGEM2-ES 1.8 × 1.25 60 

Institute for Numerical Mathamatics INM INM-CM4 2.0 × 1.5 21 

Atmosphere and Ocean Research Institute 
(The University of Tokyo), National 
Institute for Environmental Studies, and 
Japan Agency for Marine-Earth Science 
and Technology 

MIROC MIROC5 1.4 × 1.4 40 

Max Planck Institute for Meteorology MPI-M MPI-ESM-LR 1.9 × 1.9 47 

Meteorological Research Institute MRI MRI-CGCM3 1.1 × 1.1 48 

Norwegian Climate Centre NCC NorESM1-M, 
NorESM1-ME 2.5 × 1.9 26 
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Figure 5.  The fraction of maximum snow albedo which incident snow albedo is equal to 
according to its age in days as set forth by the equation from Livneh et al. (2010).  The blue 
curve corresponds to accumulating snow fields while the red curve corresponds to ablating 
snow fields. 
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Figure 6.  The distributions of average late twentieth to late twenty-first century snow extent 
retreat for each month as determined by 14 CMIP5 models.  Values for RCP4.5 experiment 
are plotted in blue and RCP8.5 values are shown in red.  Solid black horizontal bars indicate 
the median value while dotted bars indicate the tenth and ninetieth percentile values. 
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Table 2.  Models and RCP experiments which were used for tenth, fiftieth, and ninetieth 
percentile perturbations for snow adjustment. 

Month 10% 50% 90% 
Nov GISS-E2-R, RCP4.5 CNRM-CM5, RCP4.5 ACCESS1.0, RCP8.5 

Dec INM-CM4, RCP4.5 HadGEM2-ES, RCP4.5 CSIRO-Mk3.6.0, RCP8.5 

Jan GISS-E2-R, RCP4.5 MIROC5, RCP4.5 MIROC5, RCP8.5 

Feb MRI-CGCM3, RCP8.5 ACCESS1.0, RCP4.5 ACCESS1.0, RCP8.5 

Mar MRI-CGCM3, RCP8.5 CNRM-CM5, RCP8.5 MIROC5, RCP8.5 
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Figure 7.  Observed snow extents (red) for each of the 15 cases modelled in this study and 
the perturbed snow extents (blue) created by application of the tenth percentile snow retreat 
values for the given month.  Snow extents shown are represented as values of snow water 
equivalent above 1 kg m-2.  
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Figure 8.  As for Figure 7 but for median snow retreat values. 
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Figure 9.  As for Figures 7 and 8 but for ninetieth percentile snow retreat values. 
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Figure 10. Histogram of mean change in pressure (hPa) averaged over the cyclone’s lifetime 
for all simulations. 
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Figure 11. Histogram of maximum magnitude of pressure decrease (hPa) during the 
cyclone’s lifetime for all simulations. 
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Table 3. The percent of simulations which yielded an average decrease in central pressure 
during the lifetime of the cyclone categorized by each initialization time (T-n days prior to 
cyclogenesis) and snow extent perturbation.  Color is used to emphasize percent values. 

 

 

  

Adjustment T-0 T-1 T-2 T-3 T-4 

No snow 
67% 80% 80% 87% 100% 

Ninetieth 
53% 73% 80% 93% 93% 

Median 
47% 80% 87% 87% 73% 

Tenth 
60% 73% 67% 80% 80% 
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Figure 12. Maximum pressure decrease (hPa) across all simulations for the periods of 
November-December (N=100), January-February (N=120), and March (N=80). 
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Figure 13. Histogram of mean trajectory deviation [km (3h)-1] over the course of the 
cyclone’s lifetime for all simulations. 
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Figure 14.  Mean trajectory deviation [km (3h)-1] of all simulations plotted against the size of 
the depopulated zone (or total areal amount of snow removed for the perturbed simulation) 
for the corresponding simulation. 
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Table 4.  Average MTD in km (3h)-1 across all cases categorized by initialization time and 
applied snow retreat values.  As for Table 3, color corresponds to the value of averaged 
MTD. 

 

  

Adjustment T-0 T-1 T-2 T-3 T-4 

No snow 
38.9 44.7 53.2 52 54.9 

Ninetieth 
23.8 27.4 31.9 30.2 35.1 

Median 
18.8 20.2 23.3 23.2 27.4 

Tenth 
14.2 13.3 17.4 18.1 17.9 
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Figure 15.  Mean trajectory deviation [km (3h)-1] across all simulations for the periods of 
November-December (N=100), January-February (N=120), and March (N=80). 
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Figure 16. Relationship between observed minimum central pressure (hPa) of a cyclone and 
its adherence to the snow line. 
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Figure 17. The 19 cities selected for examination in this study (airport codes given). 
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Table 5. The changes in mean, maximum, and minimum temperature for each city for the separate 
values of snow retreat for the months of January and February.  Cities are arranged south to north 
by latitude from St. Louis at the top to Edmonton at the bottom. 

 

 


