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ABSTRACT

This paper studies a new leading averaged coupled covariance (LACC) method for the strongly coupled data assimilation (SCDA). The SCDA not only uses the coupled model to generate the forecast and assimilate observations into multiple model components like the weakly coupled version (WCDA), but also applies a cross update using the coupled covariance between variables from different model components. The cross update could potentially improve the balance and quality of the analysis, but its implementation has remained a great challenge in practice because of different time scales between model components. In a typical extratropical coupled system, the ocean–atmosphere correlation shows a strong asymmetry with the maximum correlation occurring when the atmosphere leads the ocean by about the decorrelation time of the atmosphere. The LACC method utilizes such asymmetric structure by using the leading forecasts and observations of the fast atmospheric variable for cross update, therefore, increasing the coupled correlation and enhancing the signal-to-noise ratio in calculating the coupled covariance. Here it is applied to a simple coupled model with the ensemble Kalman filter (EnKF). With the LACC method, the SCDA reduces the analysis error of the oceanic variable by over 20% compared to the WCDA and 10% compared to the SCDA using simultaneous coupled covariance. The advantage of the LACC method is more notable when the system contains larger errors, such as in the cases with smaller ensemble size, bigger time-scale difference, or model biases.

1. Introduction

Coupled data assimilation (CDA) shows great promise as a capable and comprehensive method for generating climate analysis and providing initial conditions for climate prediction (Zhang et al. 2007; Sugiura et al. 2008; Saha et al. 2010; Dee et al. 2011). In CDA systems, observations are assimilated into one or more model components, and information is exchanged between different components dynamically and statistically. Zhang et al. (2007) developed the first CDA system in a fully coupled general circulation model, the Geophysical Fluid Dynamics Laboratory’s Coupled Model, version 2 (CM2). The National Centers for Environmental Prediction
(NCEP) also started using coupled models to generate first-guess forecasts for their Climate Forecast System Reanalysis (CFSR; Saha et al. 2010). Compared with traditional single-component data assimilation (DA) systems, CDA is expected to produce self-consistent state estimates as well as optimal initialization for coupled model predictions (Zhang et al. 2007; Sugiura et al. 2008; Singleton 2011). There are two levels of coupling in regards to the exchange of information in the analysis stage (Liu et al. 2013; Han et al. 2013). In the weakly coupled data assimilation (WCDA), the analysis increments are calculated and applied separately in each model component such that the coupling between different components is accomplished only dynamically through cross-component fluxes in the forecast stage. Atmosphere data assimilation (ADA) and ocean data assimilation (ODA) are the two most common components of a WCDA system. In contrast, the strongly coupled data assimilation (SCDA) applies the analysis increments using the fully coupled error covariance, especially the coupled covariance between variables from different model components (hereafter “cross covariance” and “cross correlation,” respectively). As a result, the coupling between different components is accomplished not only dynamically in the forecast stage, but also statistically through the coupled covariance in the analysis stage. In an SCDA system, the observed information in one model component can be directly projected onto another, resulting in instantaneous adjustment and balanced analysis increments. In this paper, the update process between model components will be called “cross update.” The WCDA has been adopted in previous researches (Zhang et al. 2007; Sugiura et al. 2008; Saha et al. 2010), however, the study of the SCDA has remained in the exploration stage.

In principle, the use of cross covariance should add additional information and improve the analysis. This has been recognized, for example, in a simple coupled model study (Liu et al. 2013). However, the implementation of the SCDA in CDA systems faces many challenges, such as time-scale differences, different analysis schemes among components, cost of computation, etc. The mismatch of time scales of variability between different components, in particular, causes the coupled covariance to be dominated by noise of the variables from the fast component. Therefore, in an ensemble-based filter with a finite sample size, it is difficult to estimate the coupled covariance accurately, and sampling the coupled covariance may introduce more noise than signal and deteriorate the analysis. For instance, a recent study by Han et al. (2013) used the biased-model framework and a simple coupled model that consists of the chaotic Lorenz-63 atmospheric equations, a two-layer ocean, and a simple sea ice model. Although their model is of similar complexity to the one in Liu et al. (2013), they found that the SCDA does not improve the analysis quality compared to the WCDA unless a very large ensemble size ($10^4$) is used. In addition, it is more difficult to improve the quality of analysis in the fast component through cross update, since observations from the slow component do not contain enough information about the high-frequency variability.

The physical characteristics of a coupled climate system could provide ways to improve the accuracy of sampling the cross covariance. In a typical midlatitude ocean–atmosphere coupled system, the ocean–atmosphere interaction is dominated by the stochastic forcing of the atmospheric internal variability on the slow ocean, such that the ocean–atmosphere lead–lag correlation shows a strong asymmetry. More specifically, the cross correlation is small at the zero lag and reaches maximum when the atmosphere leads the ocean by about the decorrelation time of the atmosphere (Hasselmann 1976; Barsugli and Battisti 1998). This asymmetry could potentially benefit the cross update if the high correlation between the ocean and the preceding atmosphere could be used to enhance the signal-to-noise ratio when calculating the corresponding cross covariance. To further boost the accuracy of sampling the covariance, the leading correlations could be combined with the use of time-averaged observations (Huntley and Hakim 2010), which leads to even higher correlation with the oceanic state. Some recent studies (Tardif et al. 2014, 2015) utilized the high correlations between time-averaged atmospheric and oceanic variables. In their cases without ocean observations and ODA, the slow meridional overturning circulation (MOC) benefits from the cross update using time-averaged oceanic observations.

In this paper we will develop a new method called the leading averaged coupled covariance (LACC) method. The LACC method aims to improve the performance of the SCDA by combining the coupling dynamics with the use of time-averaged observations. Different from Huntley and Hakim (2010), the LACC method retains the higher-frequency data assimilation in the fast component. In this proof-of-concept Part I, we will test the LACC method with a simple coupled model. In Part II of this series (Lu et al. 2015, manuscript submitted to Mon. Wea. Rev., hereafter Part II), we will apply the LACC method to the SCDA system in a fully coupled GCM, the Fast Ocean Atmosphere Model (Jacob
When applied to the cross update from the low-level atmosphere temperature to the sea surface temperature (SST), the LACC method significantly reduces the analysis error of monthly SST compared to the WCDA and the regular SCDA with the cross update with simultaneous coupled covariance and observation (SimCC) method.

The paper is arranged as follows. Section 2 describes our model and the LACC method, including its application to the ensemble Kalman filter (EnKF). In section 3, the performance of the SCDA with the LACC method is tested in regards to ensemble size, DA frequency, and time-scale difference. Section 4 discusses the results of different updating algorithms and schemes, as well as results within a biased-model framework. Conclusions are presented in section 5.

2. Model and methods

a. The simple coupled model

The simple model is the stochastically forced, one-dimensional, linear, coupled model of Barsugli and Battisti (1998) and Bretherton and Battisti (2000):

\[
\frac{d T_a}{dt} = -a T_a + b T_o + F(t),
\]

\[
m \frac{d T_o}{dt} = c T_a - d T_o,
\]

where \( T_a \) and \( T_o \) are the atmosphere and ocean temperature anomalies, respectively. The atmospheric component is forced by its internal variability, which is represented as the stochastic forcing of a white noise \( F(t) \). The oceanic variability is driven by the atmosphere through ocean–atmosphere heat exchange. The default nondimensional parameters are \( a = 1.12, b = 0.1, c = 1, \) and \( d = 1.08 \). For illustration purposes in this study, a shallower (~25 m) ocean mixing layer is used (\( m = 10 \)) such that the time-scale mismatch is not too strong. The sensitivity to \( m \) will be discussed in section 3f. The autocorrelations of \( T_a \) and \( T_o \) are shown in Figs. 1a and 1b, respectively. With 1 day corresponding to a non-dimensional time of 0.1, the autocorrelation of \( T_a \) decreases to 0.5 in 7 days, while it is much longer at about 80 days for \( T_o \). Since the slower \( T_o \) stores the cumulative effect of atmospheric forcing, the lead–lag cross correlation between \( T_a \) and \( T_o \) shows a strong asymmetry in Fig. 1c. The simultaneous correlation is only 0.3, and the correlation gradually increases as the leading time becomes longer until the peak coefficient of 0.5 is reached when \( T_a \) leads \( T_o \) by about 18 days. Since the atmospheric variability is dominated by its own random forcing, the correlation is small when the ocean leads the atmosphere (Frankignoul et al. 1998). We will only study the effect of cross update on the slow variable \( T_o \), which is more likely to be improved by the coupled analysis (Han et al. 2013).

b. Ensemble Kalman filter with LACC

We will apply the LACC method with the sequential EnKF in this study (Houtekamer and Mitchell 2001). Hereafter, \( T_a^{obs}(t) \) denotes the instantaneous atmosphere observation at time \( t \), and has an error of \( \sigma_o \). All the variables except \( T_a^{obs} \) represent their ensemble forms. Here \( T_f^a(t) \) is the atmosphere forecast ensemble at time \( t \), and \( T_f^o(t) \) is the observation ensemble, generated by adding a Gaussian white noise \( N(0, \sigma_o) \) onto the observation \( T_o^{obs}(t) \) (Burgers et al. 1998; Houtekamer and Mitchell 1998). The terms \( T_f^a(t) \) and \( T_f^o(t) \) are ocean forecast and analysis ensembles, respectively. A time-averaged variable from the time \( \tau_2 \) to \( \tau_1 \) includes all the instantaneous states at analysis steps between \( \tau_2 \) and \( \tau_1 \), and is indicated by an overbar \( \overline{\cdot} \). The observation operator is not required because the observations and model states are in the same space.
In addition to the ADA and ODA, the straightforward cross update also assimilates \( T_a^{\text{obs}}(t) \) to update \( T_a^{\text{f}}(t) \) directly through the coupled covariance:

\[
T_a^{\text{f}}(t) = T_a^{\text{f}}(t) + K \times [T_a^{\text{o}}(t) - T_a^{\text{f}}(t)],
\]  

(1a)

where \( T_a^{\text{f}}(t) = T_a^{\text{obs}}(t) + N(0, \sigma_a) \).

\[
K = \frac{\text{cov}(T_a^{\text{f}}(t), T_a^{\text{o}}(t))}{\text{var}(T_a^{\text{f}}(t)) + \sigma_a^2}.
\]

(1c)

and \( \text{cov}(\cdot, \cdot) \) and \( \text{var}(\cdot) \) represent the sample covariance and sample variance, respectively. The Kalman gain \( K \) in Eq. (1c) is derived by minimizing the error variance of \( T_a^{\text{f}}(t) \), assuming independence between the observation \( T_a^{\text{o}}(t) \) and model forecast \( T_a^{\text{f}}(t) \). This assumption usually holds, since the observational error originates from some external source other than the model, and the ensemble is perturbed by random Gaussian white noise. Equation (1) shows the SimCC method. The SimCC method is the straightforward way to implement cross update, and the SCDA systems of previous studies all use the SimCC method (Liu et al. 2013; Han et al. 2013). It should be remarked that even though the covariance \( \text{cov}(T_a^{\text{f}}(t), T_a^{\text{o}}(t)) \) shows up in the numerator of the Kalman gain \( K \), the corresponding correlation determines the signal-to-noise ratio when using the sample covariance from forecast ensembles (Buehner 2005; Houtekamer et al. 2005).

Inspired by the higher cross correlation when the atmosphere leads the ocean (Fig. 1c), the atmosphere forecast \( T_a^{\text{f}}(t) \) in Eq. (1) is replaced by the leading averaged forecast \( T_a^{\text{f}}(\tau_2, \tau_1) \), where \( \tau_2 \) and \( \tau_1 \) satisfy \( \tau_2 = \tau_1 = t \). The observation \( T_a^{\text{o}}(t) \) is also replaced by the corresponding leading averaged observation \( T_a^{\text{o}}(\tau_2, \tau_1) \). The analysis \( T_a^{\text{f}}(t) \) becomes

\[
T_a^{\text{f}}(t) = T_a^{\text{f}}(t) + K \times [T_a^{\text{o}}(\tau_2, \tau_1) - T_a^{\text{f}}(\tau_2, \tau_1)],
\]

(2a)

where \( T_a^{\text{f}}(\tau_2, \tau_1) = T_a^{\text{obs}}(\tau_2, \tau_1) + N(0, \sigma_a/\sqrt{\tau}) \).

(2b)

and

\[
K = \frac{\text{cov}(T_a^{\text{f}}(t), T_a^{\text{o}}(\tau_2, \tau_1))}{\text{var}(T_a^{\text{f}}(\tau_2, \tau_1)) + \sigma_a^2/\tau}.
\]

(2c)

The process described by Eq. (2) varies with the choice of \( \tau_1 \) and \( \tau_2 \).

- \( \tau_2 = \tau_1 = t \): Eq. (2) reduces to Eq. (1) and \( K = 1 \).
- \( \tau_2 = \tau_1 < t \): A single leading atmosphere forecast \( T_a^{\text{f}}(\tau_2) \) and the corresponding observation \( T_a^{\text{obs}}(\tau_2) \) are used to update the current ocean state. According to the correlation structure in Fig. 1c, the covariance in the numerator of \( K \) could have smaller sampling error with a proper \( \tau_2 \).
- \( \tau_2 < \tau_1 \leq t \): Multiple leading forecasts and observations are averaged for cross update. The averaging further increases the correlation between \( T_a^{\text{f}}(t) \) and \( T_a^{\text{f}}(\tau_2, \tau_1) \) and reduces the sampling error.

When \( \tau_2 < \tau_1 \leq t \), Eq. (2) describes the LACC method: the cross update uses the leading averaged fast variable to calculate the coupled covariance and assimilates the corresponding leading averaged observation. More specifically, Eq. (2) will be referred to as the reperturbed LACC method due to the reperturbation of the averaged observation in Eq. (2b). Equation (2b) uses the instantaneous ocean forecast \( T_a^{\text{f}}(t) \) instead of the averaged \( T_a^{\text{f}}(\tau_2, \tau_1) \) because averaging the much slower ocean does not change the cross correlation significantly. In this study, \( \tau_1 \) is always set to \( t \) to include the most current observation, while \( \tau_2 \) varies to change the number of averaged forecasts and observations. The reason for \( \tau_1 = t \) will be discussed in section 3d.

c. Correlated observation and forecast

The change from Eq. (1) to (2) raises an important issue: the correlation between the observation and the forecast. In an SCDA system, each model component has its own data assimilation besides the cross update. For example, if \( \tau_2 = \tau_1 = t - 1 \) in Eq. (2), the ADA has assimilated the observation \( T_a^{\text{obs}}(\tau_2) \), or more specifically the perturbed ensemble \( T_a^{\text{f}}(\tau_2) \), to update \( T_a^{\text{f}}(\tau_2) \) at time \( \tau_2 \). When the next forecast \( [T_a^{\text{f}}(t) \text{ and } T_a^{\text{o}}(t)] \) is generated by the coupled model, the observed information is transferred from the analyzed \( T_a^{\text{f}}(\tau_2) \) to the ocean through dynamic coupling. Later the cross update assimilates the previous observation \( T_a^{\text{obs}}(\tau_2) \), which is now correlated with both atmosphere and ocean forecasts. The correlations can be sampled from the observation ensemble \( T_a^{\text{f}}(\tau_2) \) and the forecast ensemble \( T_a^{\text{f}}(t) \) or \( T_a^{\text{o}}(t) \). Similarly for the case of \( \tau_2 < \tau_1 \leq t \), the time-averaged observation \( T_a^{\text{obs}}(\tau_2, \tau_1) \) is no longer independent from either the time-averaged atmosphere forecast \( T_a^{\text{f}}(\tau_2, \tau_1) \) or the ocean forecast \( T_a^{\text{f}}(t) \). This issue is not relevant with the SimCC method because all observations are new to the system when they are assimilated.

The correlation between the observation and forecast is artificially neglected in the reperturbed LACC method.
In Eq. (2), every observation \(T_{a}^{obs}(t), t = \tau_2, \ldots, \tau_1\) has been independently perturbed by white noise \(N(0, \sigma_{d})\) to form the observation ensemble \(T_{a}^{o}(t), t = \tau_2, \ldots, \tau_1\) for the ADA. Later at the time of the cross update, the averaged observation \(T_{a}^{obs}(\tau_2, \tau_1)\) is perturbed again by a new white noise \(N(0, \sigma_{d}/\tau)\) that is independent from the previous perturbations used by the ADA. Even though \(T_{a}^{obs}(\tau_2, \tau_1)\) inherits the information and errors from \(T_{a}^{obs}(t), t = \tau_2, \ldots, \tau_1\), its perturbed ensemble \(T_{a}^{o}(\tau_2, \tau_1)\) is statistically uncorrelated with the forecasts \(T_{a}^{f}(\tau_2, \tau_1)\) and \(T_{a}^{f}(t)\). In other words, the implicit correlation cannot be sampled when the available observation is only a single value \(T_{a}^{obs}(\tau_2, \tau_1)\).

Alternatively, the correlation between the observation and forecast can be explicitly estimated and included with a generalized EnKF formula. The ocean analysis is still written as

\[
T_{a}^{o}(t) = T_{a}^{f}(t) + \hat{K} \times [T_{a}^{o}(\tau_2, \tau_1) - T_{a}^{f}(\tau_2, \tau_1)],
\]

but the new observation ensemble is the average of previously perturbed ensembles:

\[
T_{a}^{o}(\tau_2, \tau_1) = \frac{1}{\tau} \sum_{i=\tau_1}^{\tau_2} [T_{a}^{o}(t) + N(t, 0, \sigma_{a})],
\]

where \(N(t, 0, \sigma_{a})\) is the perturbation at time \(t\), and the new Kalman gain is

\[
\hat{K} = \frac{\text{cov}(T_{a}^{f}(t), T_{a}^{f}(\tau_2, \tau_1)) - \text{cov}(T_{a}^{f}(t), T_{a}^{o}(\tau_2, \tau_1))}{\text{var}(T_{a}^{f}(\tau_2, \tau_1)) - 2 \times \text{cov}(T_{a}^{f}(\tau_2, \tau_1), T_{a}^{o}(\tau_2, \tau_1)) + \sigma_{a}^{2}/\tau}.
\]

Here \(\hat{K}\) is derived by minimizing the error variance of \(T_{a}^{o}(t)\) without the assumption of independence between the observation and forecast (see appendix). Unlike Eq. (2b), Eq. (3b) requires that previous observation ensembles \(T_{a}^{o}(t), t = \tau_2, \ldots, \tau_1\) be stored and averaged to generate \(T_{a}^{o}(\tau_2, \tau_1)\). By inheriting the perturbations from previous observation ensembles, \(T_{a}^{o}(\tau_2, \tau_1)\) is explicitly correlated with the forecast ensembles \(T_{a}^{f}(\tau_2, \tau_1)\) and \(T_{a}^{f}(t)\).

The method outlined by Eq. (3) will be referred to as the complete LACC method because it includes all the covariances during the derivation. The reperturbed LACC is chosen as our default method in section 3. Its performance will be compared with the WCDA and the SCDA with the SimCC method. The complete LACC method will be discussed in section 4a.

d. Cross localization

Spatial localization has been widely used to address sampling errors when small ensembles are used to sample the covariance between two separate locations (Hamill et al. 2001; Houtekamer and Mitchell 1998). When a state variable is physically located far from an observation, the error covariance tends to be small and noisy. The same problem exists for cross covariance, which is usually small and noisy because of the time-scale difference. The idea of spatial localization can also be applied between different model variables that have small and noisy correlations. For example, Kang et al. (2011) used “variable localization” to remove the spurious correlations between uncorrelated variables. Instead of completely removing the cross covariance, which would result in the WCDA, we apply a “cross-component localization” (cross localization for short) by multiplying \(\alpha\) (weight factor) onto the analysis increments. The ocean analysis in Eq. (2a) becomes

\[
T_{a}^{o}(t) = T_{a}^{f}(t) + \alpha \times \hat{K} \times [T_{a}^{o}(\tau_2, \tau_1) - T_{a}^{f}(\tau_2, \tau_1)].
\]

Mathematically, the cross localization works as covariance inflating and optimizes the filter performance. A smaller \(\alpha\) indicates less adjustment to the forecast (prior) ensemble and a larger analysis (posterior) ensemble spread. The optimal weight factors are selected by trial-and-error experiments. Cross localization is not the only way to optimize the performance of cross update. For example, in Part II of this series, the more robust relax-to-prior (RTP) scheme (Zhang et al. 2004) is used and satisfactory results are achieved without much tuning of the RTP factor.

e. Cross-update frequency

Another issue related to the LACC method is the frequency of cross update. There are two approaches to this issue. As in Eq. (2), the number of averaged observations is \(\tau\).

1) Chunk scheme: The cross update is done every \(\tau\) ADA cycles, and every time \(\tau\) atmosphere observations are averaged. No observation is used by more than one cross update.
2) Running scheme: The cross update is done every ADA cycle, and every time previous $\tau$ atmosphere observations are averaged in a running-mean fashion.

Both schemes have some disadvantages. With the chunk scheme, the ocean states are updated less frequently if $\tau > 1$. With the running scheme, the observations are repeatedly used by the cross update. Since the error variance of the time-averaged observation is already reduced to $\sigma^2_{\tau}/\tau$ (denominator of Eqs. (2c) and (3c)), the information from each observation is utilized $\tau$ times in the running scheme, thus, underestimating the uncertainty of the observations. In section 3, the chunk scheme is used as default, while the two schemes are compared in section 4b.

3. Experiments and results

a. Experiment design

A perfect-model framework is used unless otherwise specified. A 101-yr integration of the model is performed starting from an initial vector of zeros, and the first year for spinning up is removed. The observations are generated at the end of each day (also the time of analysis in the experiments) by adding random Gaussian errors onto the instantaneous model states. The standard deviations of the observational errors are 0.05 for $T_a$ and 0.02 for $T_o$, which are 15% and 20% of their climatological standard deviations, respectively. An ensemble size of 20, similar to previous studies (Liu et al. 2013; Han et al. 2013), is used for all experiments except section 3e.

The benchmark experiments use a WCDA system, in which observations of $T_a$ or $T_o$ are only allowed to update their observed variable. The assimilation is performed every day for ADA and every 5 days for ODA unless otherwise specified. The benchmark experiments with the WCDA are performed for every experiment configuration, and the results are shown as the horizontal dash-dot lines in all applicable figures. Each experiment lasts 100 years, and it usually reaches equilibrium in a couple of months because of the assimilation of high-frequency $T_o$ observations. All statistics are computed using the final 90 years of the output. Every experiment configuration in this study is repeated 10 times with different observational errors to verify the statistical significance. The difference between different trials of the same configuration is much smaller than the mean value, usually by two orders of magnitude, so only the mean results are shown in sections 3 and 4.

To evaluate the assimilation results, we use the mean absolute error (MAE) of the ensemble mean $T_o$ compared to the “truth” at every ADA step. There are two important remarks about this evaluation. First, only $T_a$ is evaluated because the one-way cross update only affects $T_a$, so hereafter any mention of the MAE represents the MAE of the ensemble-mean $T_a$ compared to the truth. In a CDA system, the improved quality of ocean analysis could potentially improve the atmosphere through dynamic coupling, however, the $T_o$ analysis is dominated by its own ADA, and all experiments have almost identical quality of atmosphere analysis. Second, the errors are calculated at every ADA step from a mix of $T_o$ forecasts (prior) and analyses (posterior). In the SCDA system with the LACC method, $T_o$ analyses are generated at ODA steps and cross-update steps. When the averaging length of the LACC method is different, the frequency of cross update changes and so do the steps when $T_o$ analyses are available. To conduct a fair comparison, the ensemble mean $T_o$ at every ADA step, no matter if it is forecast or analysis, is included for the evaluation.

b. Cross correlation from the WCDA

The cross correlation between $T_a$ and $T_o$ is further examined here based on the ensemble output of the WCDA system. Different from the control correlation in Fig. 1c, the ensemble correlation in Fig. 2 captures the correlation caused by the initial error growth, and is directly used by the cross update in the SCDA system.

The addition of ADA and ODA significantly transforms the lead–lag correlation structure. Figure 2a shows the mean value of the lead–lag ensemble correlation $(\text{corr}(T_a^i(t), T_o^i(t_1)), t_1 = t-40, t-39, \ldots, t+10)$. Compared to Fig. 1c, the correlations are smaller at all leads and lags, and the peak correlation occurs when $T_o$ leads $T_a$ by only 1 day. Because the update with perturbed observations alters the ensemble structure and reduces the ensemble spread (uncertainty) at every ADA (ODA) step, the forecast stage of every ADA (ODA) cycle starts with a different $T_o$ ($T_a$) ensemble that has a relatively small spread. As a result, the largest leading correlation is limited within the first few days, and the magnitude of the correlations also differs from Fig. 1c.

The ensemble correlation between $T_o$ and leading averaged $T_a$ $(\text{corr}(T_o^i(t), T_a^i(t_2)), t_2 = t-80, t-79, \ldots, t)$ is shown in Fig. 2b. The correlation climbs rapidly at first, peaks at about 50 days, and eventually declines when the averaging length becomes longer. The correlation in Fig. 2b is directly involved in the LACC method because it determines the signal-to-noise ratio when calculating the covariance $\text{cov}(T_o^i(t), T_a^i(t_2, t_1))$ in the numerator of Eq. (2c). Figures like Figs. 2a and 2b can be easily produced from the output of an existing
WCDA system and serve as a guideline to apply the LACC method to an SCDA system.

c. The SCDA experiments with the LACC method

Based on the WCDA system, cross update with the LACC method is added to set up the SCDA system. The cross update is executed independently from the ADA and ODA. Figure 2d shows the performance of the re-perturbed LACC method with the chunk scheme. SimCC indicates the regular SCDA using the simultaneous coupled covariance. “Ave3” \( t_2 = 2, t_1 = 3 \) in Eq. (2) uses the average of three atmosphere forecasts, including the simultaneous one and previous two. The same goes for “Ave5” and beyond. A few representative averaging lengths are selected for each graph.

In Fig. 2d, the best SimCC experiment (\( \alpha = 0.7 \)) reduces the MAE by about 13% from the benchmark experiment (dash–dot line). This result is similar to Liu et al. (2013), but different from Han et al. (2013). The latter found no improvement in the analysis unless the ensemble size increases to \( \sim 10^4 \), indicating that model biases could diminish the effectiveness of the SimCC method.

The LACC method further improves the quality of the analysis. The minimal MAE, “Ave7” at \( \alpha = 1 \), is 11% smaller than the SimCC method and 24% smaller than the WCDA. Figure 2b shows that the leading averaged correlation increases rapidly from 0.16 for simultaneous (black dot) to 0.41 for 7 days (blue square), and larger correlations boost the signal-to-noise ratio in the calculation of the coupled covariance. According to statistics theory, the standard deviation of the sample correlation coefficient becomes smaller when sample size is larger or the “true” correlation coefficient increases (Fisher 1915).

Although the leading averaged correlation continues to rise beyond 7 days, the MAE increases when the averaging length exceeds 7 days (e.g., “Ave15” and
For the LACC method, the optimal averaging length is primarily determined by two factors: the magnitude of the leading averaged cross correlation and the frequency of the cross update. On one hand, the correlation increases with the averaging length, for the first 50 days in this case, but the rate of increasing slows down gradually. On the other hand, a longer averaging length implies less frequent assimilation through coupled covariance and, therefore, less constraint by atmospheric observations on the ocean. When the frequency of cross update is as low as every 15 or 20 days, a majority of the states are unanalyzed model forecasts, whose errors are mostly larger than analyzed model states. The competing effects of these two factors result in the optimal length of 7 days in Fig. 2d. Despite that only 30% of the states are analyzed (ODA and cross update combined), the performance of Ave7 is still significantly better than the SimCC method and the WCDA, indicating the great benefits of large cross correlation and high signal-to-noise ratio using the LACC method.

The LACC method could also reduce the additional computational cost of cross update compared to the SimCC method, although the necessary sensitivity tests to tune the LACC method may offset this advantage. Figure 3 shows the computing time of a single experiment. The SimCC experiment more than doubles the computing time of the WCDA experiment, while the costs of the LACC experiments decrease in reverse proportion to the averaging length, and Ave7 only costs 15% more than the WCDA experiment.

The optimal \( \alpha \) values also have a trend in relation to the averaging length. The minimum MAE of the SimCC method occurs when \( \alpha = 0.7 \), and the best \( \alpha \) increases to 0.8 for Ave3, 0.9 for Ave5, and finally 1.0 for Ave7, Ave15, and Ave20. In sum, the optimal \( \alpha \) is larger when the corresponding cross correlation is higher (Fig. 2b). This relation also holds in spatial localization. Larger weights are usually prescribed for physically closer locations because of higher correlations and smaller sampling error (Mitchell and Houtekamer 2000; Hamill et al. 2001).

d. The SCDA experiments with single leading observation

As shown in Fig. 2d, the choice of averaging length is critical to the performance of the LACC method. To understand the mechanism of the LACC method better, we conduct the SCDA experiments using a single leading atmosphere forecast and observation for cross update and present the results in Fig. 2c. This set of experiments corresponds to the case of \( \tau_2 = \tau_1 = t \) in Eq. (2). The SimCC (\( \tau_2 = \tau_1 = t \)) method is the same between Figs. 2c and 2d. “Lead2” (\( \tau_2 = \tau_1 = t - 2 \)) uses the 2-day leading forecast and observation of \( T_a \) for every cross update, and the same goes for “Lead4” and beyond.

Figure 2c shows that all experiments up to “Lead19” could be better than the benchmark WCDA experiment at their optimal \( \alpha \) values. The SimCC method produces the best analysis, which is the reason that the simultaneous observation is always included in the LACC method. The improvement from the LACC method in Fig. 2d could be seen as the combined effects of assimilating several leading observations, though it is not a simple linear combination. Considering that experiments from SimCC to “Lead6” consistently improve the analysis compared to the WCDA regardless of \( \alpha \), it is reasonable to expect that the optimal \( T_a \) analysis can be obtained by using atmospheric information from the simultaneous step up to 6 days before. This seems to be the case of Ave7 in Fig. 2d.

The MAE is also dependent on \( \alpha \) in Fig. 2c. For example, the best \( T_a \) analysis is achieved with \( \alpha = 0.7 \) for SimCC, 0.6 for Lead2, 0.5 for Lead4, and 0.4 for Lead6. The optimal \( \alpha \) decreases as the assimilated observation is further removed from the time of the cross update.

e. Sensitivity to ensemble size

Ensemble size is an important factor for the estimation of coupled covariance (Han et al. 2013), as well as localization and model errors (Mitchell et al. 2002). Additional LACC experiments with ensemble sizes of 10, 50, 200, and 1000 are shown in Fig. 4. Several features are noteworthy.
1) The LACC method consistently improves the SCDA compared to the WCDA, reducing the MAE by over 20% for all ensemble sizes.

2) The advantage of the LACC method over the SimCC method diminishes for larger ensembles, since larger sample sizes can reduce the sampling error of the estimated correlation (Fisher 1915) and improve the effectiveness of the straightforward cross update (Han et al. 2013). The SimCC method surpasses the LACC method when the ensemble size reaches 10^3.

3) The optimal averaging length shortens as the ensemble size becomes larger. The experiment is Ave9 for an ensemble size of 10, Ave7 for 20, and Ave3 for 50 and 200.

4) The optimal $\alpha$ is mostly 1 for large ensemble sizes of 200 and 1000, showing that less covariance inflation is necessary for larger ensembles (Hamill et al. 2001).

Figure 4 shows that a sufficiently large ensemble size can significantly improve the effectiveness of the SimCC method (e.g., Han et al. 2013), while also diminish the benefits of the LACC method. However, ensemble sizes of $\sim 10^3$–$10^4$ are usually not practical for state-of-the-art CGCMs. Therefore, the LACC method is an effective and efficient way to implement SCDA with moderate ensemble sizes.

**f. Sensitivity to time-scale difference**

The LACC method is also tested with different ocean time scales. The parameter $m$ represents the depth of the ocean mixing layer, which controls the time scale of $T_o$ compared to $T_a$. Figure 5 shows the effects of different values of $m$ on the cross correlation from single-member control simulations. A larger $m$ of 20 increases the time scale of the ocean compared to the atmosphere, reduces the cross correlation at shorter leading times, and raises the correlation at longer leading times. A smaller $m$ of 6 has the opposite effect.

The lead–lag and leading averaged ensemble correlations from WCDA experiments are also examined in...
The effect of $m$ is similar in Figs. 6a and 5b: a larger $m$ makes the shape of the correlation flatter. Following the change in the lead–lag correlation, the leading averaged ensemble correlation peaks at a longer averaging length and declines slower after the peak when $m$ increases. Based on Fig. 6b, one would expect the optimal averaging length to change in the same direction as $m$.

Compared to the WCDA, the LACC experiments with the optimal averaging length consistently reduce the MAE by about 25% regardless of $m$ in Figs. 6c and 6d. The optimal averaging length increases as $m$ becomes larger (Ave3 for $m=6$, Ave7 for $m=10$, and Ave11 for $m=20$), which is consistent with the trend in Fig. 6b. Physically speaking, more leading observations should be used in the case of larger $m$ because of the longer persistence of $T_o$. Meanwhile, the effectiveness of the SimCC method declines as $m$ increases and the simultaneous cross correlation decreases. The best SimCC experiments reduce the MAE by 17% when $m=6$, 13% when $m=10$ (Fig. 2d), and 10% when $m=20$.

**g. Sensitivity to ocean DA**

Since all experiments are evaluated based on the quality of $T_o$ analysis, it is important to assess the performance of the LACC method in relation to the quality of ODA. Experiments with daily, monthly, and zero (no ODA) ODA frequency are performed in this section. As in section 3f, the ensemble correlations based the output of the WCDA experiments are displayed in Figs. 7a and 7b. The error of the ocean observation is kept the same for all experiments. When the ODA frequency decreases, the shape of the lead–lag correlation becomes flatter. Similar to Figs. 6a and 6b, the averaged correlation in Fig. 7b also follows the change in the lead–lag correlation.

Figures 7c–e demonstrate that the LACC method could significantly improve the analysis quality even if the ocean states are well constrained by frequent ODA. The benchmark WCDA system is increasingly better as the ODA becomes more frequent. The MAE decreases from $6.09 \times 10^{-3}$ for no ODA all the way to $3.55 \times 10^{-3}$ for daily ODA. Yet the improvement from the LACC method is significant for all experiments. The change in the optimal averaging length is consistent with the trend of the averaged correlation in Fig. 7b: the optimal length is shorter in the case of fast-increasing averaged correlation and longer in the case of slow-increasing correlation. Meanwhile, the advantage of the LACC method over the SimCC method becomes more substantial from Figs. 7e to 7c, showing the potential of applying the LACC method in a well-constrained WCDA system.

**4. Tests on schemes and model bias**

**a. Complete LACC**

The reperturbed LACC method is used for all experiments in section 3. Here the complete LACC method is tested with the same configuration as in Fig. 2d, and the results are reported in Fig. 8.

Figure 8 demonstrates that the complete LACC method produces almost identical results to the reperturbed LACC method (Fig. 2d). The indistinguishable results can be attributed to the strong random forcing in the model. Because of the strong forcing, every new forecast contains less persistent information from previous analysis than new information from the
random forcing, so those additional covariances between observations and forecasts $\text{cov}(\overline{T_{o}(t)}, \overline{T_{a}(\tau_{2}, \tau_{1})})$ and $\text{cov}(\overline{T_{o}(\tau_{2}, \tau_{1})}, \overline{T_{a}(\tau_{2}, \tau_{1})})$ in Eq. (3c) are significantly smaller than the existing covariances in Eq. (2c), usually by one order of magnitude or more (not shown). As a result, the Kalman gain $K$ calculated by Eq. (3c) is very close to the $K$ by Eq. (2c).

To determine which method to use for the cross update in an SCDA system, one could estimate each term in Eq. (3c) based on the output of the WCDA system. The only modification would be saving the perturbed observation ensembles during ADA. If the covariances between observations and forecasts are significantly smaller than the other terms, namely

\[
\text{cov}(\overline{T_{o}(t)}, \overline{T_{a}(\tau_{2}, \tau_{1})}) \ll \text{cov}(\overline{T_{o}(t)}, \overline{T_{a}(\tau_{2}, \tau_{1})}) \quad \text{and} \quad \text{cov}(\overline{T_{o}(\tau_{2}, \tau_{1})}, \overline{T_{a}(\tau_{2}, \tau_{1})}) \ll \text{var}(\overline{T_{a}(\tau_{2}, \tau_{1})}) \quad \text{or} \quad \sigma_{a}^{2}/\tau,
\]

for ADA and ODA in the WCDA system, 2) its computing time for cross update is about 10% less than the complete LACC method, and 3) no additional storage is needed for previously perturbed observation ensembles. The last reason makes it difficult to use the complete LACC method in a CGCM because saving the perturbed ensemble of every assimilated observation would require prohibitively large memory space.
b. Running scheme

All experiments so far use the chunk scheme described in section 2e. Figure 9 shows the results of the reperturbed LACC method with the running scheme, which performs the cross update at every ADA step. We also tested the complete LACC method with the running schemes and got similar results (not shown). The SimCC experiments in Fig. 9 are the same as in Fig. 2d. For Ave3, \( T_o \) is adjusted every time when \( T_o \) observation is available, and the cross update still uses the average of three leading \( T_o \) forecasts and observations like the chunk scheme, so every \( T_o \) observation is used three times. The same goes for Ave5 and beyond.

With the running scheme, the weight factor \( \alpha \) serves the purpose of more than cross localization. As shown in Fig. 9, the best analysis of LACC experiments is achieved when \( \alpha \) values are significantly smaller than the corresponding values with the chunk scheme (Fig. 2d). The smaller \( \alpha \) values reduce the cross-update adjustments to counter the underestimation of observational errors, which is caused by the repeated utilization of observed information. Qualitatively, the optimal \( \alpha \) varies in reverse proportion to the averaging length, but other factors such as sampling errors could also affect the value of the optimal \( \alpha \).

In terms of analysis quality, the running scheme does perform slightly better, as the MAEs are 2%–4% smaller than the chunk scheme for most averaging lengths. This small improvement is primarily achieved by updating \( T_o \) more frequently, so that the MAE is calculated only from \( T_o \) analysis (posterior). However, the slight improvement from the running scheme requires significantly more computing time, because the running scheme costs as much as the SimCC method regardless of the averaging length.

c. Biased-model experiments

The LACC method is also tested within a biased-model framework. To set up the biased-model framework, the observations still come from the model with the default parameters, but all four parameters \( (a, b, c, d) \) in the forecast model are set 15% smaller than their default values arbitrarily. The reperturbed and complete LACC methods produce the same results, so only the reperturbed results are shown in this section.
Figure 10 shows that both the chunk and running schemes are effective with a biased model. With the presence of model biases, the MAE of the benchmark WCDA experiment increases from $4.9 \times 10^{-3}$ in Fig. 2d to $8.8 \times 10^{-3}$ in Fig. 10. The SimCC method performs worse than the WCDA except when $1 < \alpha < 1.6$, and the best MAE ($\alpha = 1.4$) is only 5% smaller than the WCDA. Meanwhile, the effectiveness of the LACC method is consistent. Compared to the WCDA, the chunk scheme reduces the MAE by 12% with Ave20 and $\alpha = 1$ and by 29% with Ave11 and $\alpha = 2.2$. Like in the perfect-model framework, the running scheme could outperform the chunk scheme, but only by 2%–3% for any given averaging length. The optimal $\alpha$ values are smaller in Fig. 10b compared to Fig. 10a, because the observations are already repeatedly used by the running scheme. Regardless of the averaging length, the best results are achieved by overweighting atmospheric observations ($\alpha > 1$). When the model parameters are biased, the analysis quality of the ocean deteriorates faster than that of the atmosphere because the higher-frequency ADA constrains the atmospheric state better. As a result, the analysis increments from the atmosphere are more accurate and should be given more confidence.

5. Summary

We have presented a new LACC method to utilize the coupled covariance in an SCDA system. By time averaging the leading model forecasts of the fast-varying variable, the LACC method significantly enhances the cross correlation between model variables with contrasting time scales and boosts the signal-to-noise ratio when calculating the coupled covariance. The LACC method requires some modifications to the traditional ensemble-based filters, especially in regard to the additional covariances between observations and model forecasts. We have shown two ways to apply the LACC method to the EnKF—the reperturbed LACC and the complete LACC—and both produce equally improved analysis of the oceanic variable in comparison to the WCDA and the SCDA with the SimCC method.

In the simple coupled model, the SCDA system is set up by adding the cross update from the atmospheric variable to the oceanic variable. The reperturbed LACC method, along with the regular SCDA that uses the simultaneous coupled covariance, are tested with different ensemble sizes, time-scale differences, and ODA frequencies. Although the SimCC method could improve the ocean analysis compared to the WCDA, the LACC method holds a significant advantage over both the WCDA and the SimCC method. The advantage of the LACC method over the SimCC method is more notable in the cases of 1) small ensemble size, 2) larger time-scale difference, 3) small simultaneous cross correlation, and 4) more frequent ODA. In general, the LACC method suits the cases where physical correlation exists between two variables, but such correlation is too difficult to sample because of the time-scale difference.

The biased-model experiments are particularly interesting, as the SimCC method with optimal cross localization barely outperforms the WCDA. In contrast, the LACC method consistently improves the performance of the SCDA system and reduces the MAE by
almost 30%. The effectiveness of the LACC method in the biased-model framework points to potential application in real world SCDA systems.

There are still unresolved issues with the LACC method. For example, the optimal weight factor for cross localization is determined by trial and error. The idea of adaptive inflation (Anderson 2007, 2009) could be useful to tune the weight factor and make it adaptive in time. For future research, one could continue to test the LACC method and related filtering techniques in simple conceptual models, preferably nonlinear or multidimensional like the ones used by Han et al. (2013) or Luo and Hoteit (2014).
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APPENDIX

Derivation of Eq. (3)

The ocean analysis, as written in Eq. (3a), is

\[ T_o^a(t) = T_o^f(t) + \bar{K} \times [ T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1) ]. \]  (A1)

Assuming the terms in Eq. (A1) are deviations from the truth, the error variance of \( T_o^a(t) \) is

\[
\text{var}(T_o^a(t)) = \text{var}(T_o^f(t)) + 2 \times \bar{K} \\
\times \text{cov}(T_o^f(t), T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1)) + \bar{K}^2 \\
\times \text{var}(T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1)).
\]  (A2)

The error variance \( \text{var}(T_o^a(t)) \) can be minimized by solving

\[
\frac{\partial \text{var}(T_o^a(t))}{\partial \bar{K}} = 0.
\]  (A3)

Equation (A3) gives

\[
2 \times \text{cov}(T_o^f(t), T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1)) \\
+ 2 \times \bar{K} \times \text{var}(T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1)) = 0.
\]  (A4)

So the Kalman gain is

\[
\bar{K} = \frac{\text{cov}(T_o^f(t), T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1))}{\text{var}(T_o^a(\tau_2, \tau_1) - T_o^f(\tau_2, \tau_1))}.
\]  (A5)
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