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ABSTRACT

Uncertainties in physical parameters of coupled models are an important source of model bias and adversely impact initialisation for climate prediction. Data assimilation using error covariances derived from model dynamics to extract observational information provides a promising approach to optimise parameter values so as to reduce such bias. However, effective parameter estimation in a coupled model is usually difficult because the error covariance between a parameter and the model state tends to be noisy due to multiple sources of model uncertainties. Using a simple coupled model consisting of the 3-variable Lorenz model and a slowly varying slab ‘ocean’, this study first investigated how to enhance the signal-to-noise ratio in covariances between model states and parameters, and then designed a data assimilation scheme for enhancive parameter correction (DAEPC). In DAEPC, parameter estimation is facilitated after state estimation reaches a ‘quasi-equilibrium’ where the uncertainty of coupled model states is sufficiently constrained by observations so that the covariance between a parameter and the model state is signal dominant. The observation-updated parameters are applied to improving the next cycle of state estimation and the refined covariance of parameter and model state further improves parameter correction. Performing dynamically adaptive state and parameter estimations with speedy convergence, DAEPC provides a systematic way to estimate the whole array of coupled model parameters using observations, and produces more accurate state estimates. Forecast experiments show that the DAEPC initialisation with observation-estimated parameters greatly improves the model predictability while valid ‘atmospheric’ forecasts are extended two times longer, the ‘oceanic’ predictability is almost tripled. The simple model results here provide some insights for improving climate estimation and prediction with a coupled general circulation model.
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1. Introduction

A coupled climate model is biased due to two sources of errors. The first source is the imperfect model structure such as equations, numerical schemes and physical parameterisation schemes. The second source is the errors in the values of parameters employed in the model. Here, we are concerned with the second source of model bias. We shall investigate how to use observations to optimise model parameters and thereby constrain the associated model bias.

Data assimilation incorporates observations into a climate model through background error covariances derived from model dynamics and produces a continuous time series of climate states (e.g. Ghil et al., 1981; Daley, 1991; Kalnay, 2003). The reconstructed time series with a 3-dimensional structure in space is an important data source for advancing the understanding of climate change and variability. The observation-estimated states including all climate components such as the atmosphere, land, ocean and sea-ice also serve as initial conditions for coupled model predictions. Usually, traditional data assimilation only assimilates observations into model states to estimate the atmospheric and oceanic states, or called state estimation only (SEO). Due to the existence of model bias, SEO...
maintains a systematic error in the estimated states (Dee and Silva, 1998; Dee, 2005) and the SEO-initialised model predictions tend to drift away. The methodology of parameter estimation exists based on data assimilation theory (e.g. Jazwinski, 1970), and many efforts have been made to include model parameters into data assimilation control variables for estimating model parameters using observations (e.g. Banks, 1992a, 1992b; Zhu and Navon, 1999; Anderson, 2001; Annan and Hargreaves, 2004; Annan et al., 2005; Aksoy et al., 2006a, 2006b; Evensen, 2007; Hansen and Penland, 2007; Kondrashov et al., 2008; Tong and Xue, 2008a, 2008b). However, when the methodology is applied to a coupled climate model in which the interaction of multiple time scales plays important roles in development and propagation of climate signals, some fundamental issues such as how to estimate a signal-dominant state-parameter covariance and how the observations in different system components to influence the result of parameter estimation still remain unclear. Although theoretically promising, the idea of parameter optimisation with observations has not been successfully applied to a coupled general circulation model (CGCM) for improving climate estimation and prediction.

For example, given that model parameters are non-observable and do not have any dynamically supported internal variability, the covariance between a parameter and the model state serves as a critical quantity to project observational information of model states to the parameter being estimated. Climate signals in a coupled system are associated with the interaction of different system components that have different time scales. Thus, how to obtain a signal-dominant covariance between parameters and coupled model states is the key for the successfulness of coupled model parameter estimation. As the first step to study coupled parameter estimation issues, here we use a simple coupled model consisting of the 3-variable Lorenz model (Lorenz, 1963) and a slowly varying slab ‘ocean’ that simulates the interaction of atmosphere and ocean with various parameters. We first investigate the impact of estimated covariances on parameter estimation and how to derive a signal-dominant parameter-state covariance in a coupled data assimilation system. Then, we design a data assimilation scheme for enhancive parameter correction (DAEPC). Data assimilation scheme for enhancive parameter correction is a modification of standard data assimilation with adaptive parameter estimation (e.g. Kulhavy, 1993; Borkar and Mundra, 1999; Tao, 2003) for enhancive parameter correction of a coupled system. Activated only after state estimation reaches a ‘quasi-equilibrium’ where the uncertainty of coupled model states has been sufficiently constrained by observations and it, therefore, becomes more controlled by parameter errors, the DAEPC parameter correction can effectively make use of updated system signals to produce updated parameter corrections online (Tao, 2003, Chapter 3). The observation-updated parameters reduce the error of model states in the next cycle of assimilation, and the improved estimate of model states enhances the signal-to-noise ratio in covariances between parameters and model states and thus further refines parameter correction. We will show that this effectively adaptive approach provides a systematic way to estimate the whole array of coupled model parameters and produces more accurate estimates of climate states. Furthermore, by conducting a series of forecast experiments, we also show that DAEPC initialisation with observation-estimated parameters applied to the prediction model greatly improves the model predictability.

The general methodology is presented in Section 2, including the construction of the conceptual coupled model and the description of ‘twin’ experiments that will be used throughout this study. Section 3 analyses the time scale by which a model ensemble is developed to establish reliable state-parameter covariances and the impact of the accuracy of state estimates on the quality of parameter estimation. Data assimilation scheme for enhancive parameter correction is designed in Section 4 in which Section 4.1 outlines the idea, Sections 4.2 and 4.3 describe the detailed implementation and Section 4.4 gives various proof-of-concept case studies. Section 5 examines the influence of biased ‘dynamical core’ and ‘physical scheme’ on DAEPC. The impact of DAEPC on ‘weather’ forecast and ‘climate’ prediction is examined in Section 6, including the relative importance of the accuracy of initial conditions and parameters for improving ‘weather’ forecast and ‘climate’ prediction. Finally, the summary and conclusions are given in Section 7.

2. Methodology in general

2.1. Ensemble filtering parameter estimation

A coupled model is biased and the model climate tends to drift away from the real world (Delworth et al., 2005; Collins et al., 2006). Model bias may be described in two types as:

$$(\text{Model bias}) = \frac{\text{(Dynamical core + physical scheme biases)}}{\text{model built--in 'structural' bias}} + \frac{\text{(Given limitations of model structure, parameter--derived bias)}}{\text{adjustable by observations?}}$$

The dynamical core and physical scheme biases refer to the misfitting arising from an imperfect dynamical framework (e.g. an insufficient resolution) and the incomplete understanding for physical processes in the climate system. This type of biases is from the model structure and ‘built-in’ in the model. This study addresses the second type of biases
that are parameter-derived given limitations of model structure as well as how to mitigate this type of biases using observations. In climate modelling, many physics (e.g. subgrid cumulus in the atmosphere and vertical mixing in the ocean) can only be approximated by parameterisation in which one or more parameters play important roles. However, the values of these model parameters are usually set heuristically by a trial-and-error tuning procedure that only provides a guess, but not optimal estimate for the whole array of parameters.

Introducing a vector $\beta$ to represent a collection of model parameters, the stochastic differential equation that describes the evolution of model climate as a stochastic dynamical process (Jazwinski, 1970) is 

$$\frac{dx_t}{dt} = f(x_t, \beta_t) + G(x_t, \beta_t)w_t,$$

where $f(x_t, \beta_t)$ is a vector function expressing the contributions of all dynamical and physical processes with the parameters $\beta$ to the budget of local fluid on momentum and heat, etc. The term $G(x_t, \beta_t)$ represents the contributions of uncertainties resulted from erroneous initial conditions and model parameters. Based on Bayes’ rule, the corresponding analysis equation including both state variables and model parameters is

$$p(x_t, \beta_t | y_t) = p(y_t | x_t, \beta_t) p(x_t, \beta_t | y_{t-1}) / p(y_t | y_{t-1}).$$  

(1)

Here $\beta_{t-1}$ represents the estimated parameter vector given all previous observations ($y_{t-1}$), while $\beta_t$ represents the adjusted parameter vector as a new observation ($y_t$) is assimilated. Equation (1) expresses how the probability distributions of model states and parameters are updated by observations. Each previous study on parameter estimation in the referred literature represents a particular application of eq. (1).

The ensemble adjustment Kalman filter (EAKF, Anderson, 2001) is chosen for parameter estimation study here. The EAKF is a sequential implementation (e.g. Evensen, 1994; Houtekamer and Mitchell, 2001) of Kalman filter (Kalman, 1960; Kalman and Bucy, 1961) under an ‘adjustment’ idea. While the sequential implementation provides much computational convenience for data assimilation, the EAKF maintains the non-linearity of background flows as much as possible (Anderson, 2001, 2003; Zhang and Anderson, 2003). Based on the two-step EAKF (Anderson, 2003; Zhang and Anderson, 2003; Zhang et al., 2007), here we describe an implementation of ensemble filtering parameter estimation. Given that parameters are usually non-observable, the first step that computes the ensemble observational increment is identical to state estimation [see Fig. 2 and eqs. (2–5) in Zhang et al., 2007]. This is a process when a non-observable state variable is adjusted in a multivariate adjustment scheme (salinity is adjusted by the observed temperature in ocean data assimilation, for instance). The second step that projects the observational increment onto the relevant parameters is a key to understand the special perspective of parameter estimation. The knowledge of a modeller about the physical process being parameterised provides the range of the possible values of a parameter. A default value used in a model represents the expectation of these possible values. The errors associated with the default parameter values are transferred into the model states through the model integration. Due to the model non-linearity, the errors of model states caused by the uncertainties of initial conditions and model parameters grow rapidly. Then, a parameter can be estimated by applying the observational increments to the error covariance between the prior parameter ensemble and the state ensemble through a local least square fitting (Anderson, 2001, 2003). Similar to the multivariate analysis in state estimation for a non-observable variable, this process can be formulated as

$$\Delta \beta^e_{t,i} = \frac{c(\Delta \beta^o_{t,i}, \Delta y^e_{t,i})}{\sigma^e_{i}} \Delta y^e_{t,i}.$$  

(2)

Here $\Delta y^e_{t,i}$ is the observational increment at the $i$th observational location for the $i$th ensemble member, $c(\Delta \beta^o_{t,i}, \Delta y^e_{t,i})$ is the error covariance between the prior ensemble of the $i$th parameter and the model-estimated ensemble at location $k$ and $\sigma^e_{i}$ is the standard deviation of the model ensemble at location $k$. The numerical computation can be carried out in two steps:

Step 1: Before assimilation starts, draw $M$ Gaussian random numbers for each (say, the $i$th) parameter to be estimated, with the mean (default value) and the guessed standard deviation (denoted as $\sigma_{i,0}$) from the knowledge of model sensitivities, where $M$ is the ensemble size. The $M$ random values are the new default values of the parameter in the model ensemble that is already set for state estimation, and serve as the prior ensemble of the parameter for the first step parameter estimation.

Step 2: Compute the observational increment and the covariance between a model state ensemble at the observational location and the prior ensemble of the parameter when an observation is available. Sequentially apply each observational increment with the covariance to eq. (2) to update the parameter ensemble until all (independent) observations are applied to all estimated parameters, and produce an updated prior ensemble of parameter for the next cycle of parameter correction. An inflation may be applied to the parameter ensemble (will be discussed in Section 4 for more details). Loop this step as the model ensemble is forwarded.
2.2. A conceptual coupled ‘climate’ model

To clearly demonstrate the role of a signal-dominant covariance between the model state and a parameter in parameter estimation and avoid the complexity of a CGCM, we will use a conceptual coupled model in this study. The conceptual model must share certain fundamental properties of a CGCM but is so simple that any concern in parameter estimation can be examined quantitatively. To model the concept of tropics-midlatitude interactions in an atmospheric GCM, Molteni et al. (1993) coupled two linear oscillatory variables with the Lorenz’s 3-variable chaotic model (Lorenz, 1963). Inspired from this idea, we start the model construction by adding an equation representing a slowly varying slab-ocean to the Lorenz model to simulate the concept of the interaction of the fast ‘atmosphere’ and slow ‘ocean’. A prototype of the conceptual coupled model consisting of a slab ocean that only has a damping term and an external forcing term takes the form as

\[
\begin{align*}
\dot{x}_1 &= -\sigma x_1 + \sigma x_2 \\
\dot{x}_2 &= -x_1 x_3 + (1 + c_1 w) x_2 - x_2 \\
\dot{x}_3 &= x_1 x_2 - bx_3 \\
o_m \dot{w} &= c_2 x_2 - O_d w + S(t)
\end{align*}
\]

where an over dot denotes time tendency, \(x_1, x_2\) and \(x_3\) are the high-frequency variables of the ‘atmosphere’ with the original \(\sigma, \kappa, \text{ and } b\) parameters and the standard values 9.95, 28, 8/3 which sustain the chaotic nature of the ‘atmosphere’. With these standard parameter values, the atmospheric time scale is defined as I non-dimensional time unit (TU) \([\sim O(1)]\) by which the ‘atmosphere’ approximately goes through a lobe of the attractor. The new \(w\) is introduced as a slowly varying ‘ocean’. Except for a forcing term from the ‘atmosphere’ \((c_2 x_2)\), the simplest slab ocean only consists of a linear damping term \(-O_d w\) and an imposed external forcing \(S(t)\). An important feature of \(w\) is that it must have a much slower time-scale than the ‘atmosphere’, which can be obtained by requiring a much larger heat capacity than the damping rate, i.e. \(O_m \gg O_d\).

(1) low-frequency variability dominates the ‘oceanic’ component while the high-frequency spectrum is the feature of the ‘atmosphere’; the ‘atmosphere’ has a similar ‘strange’ attractor behaviour as in the original Lorenz model and the ‘ocean’ has ‘seasonal’-cycle variations;

(2) the fast ‘atmosphere’ and the slow ‘ocean’ are coupled together effectively; the coupling mechanism can modulate the variability of both the ‘atmosphere’ and the ‘ocean’;

(3) due to the coupling mechanism, a perturbation on any parameter of the ‘atmosphere’ or ‘ocean’ changes the model solution for both the ‘atmosphere’ and ‘ocean’.

Next, we will use the simple model and set a ‘twin’ experiment framework to thoroughly investigate the impact of the estimated state-parameter covariance on parameter estimation. It is worth mentioning that among the 10 model parameters, \(O_m, S_m, S_a, S_p\) define the basic features of the model ‘ocean’ and \(c_1\) is rather sensitive for the system to...
sustain the coupling of the chaotic atmosphere and the low-frequency ‘ocean’, we will treat $O_m$, $S_m$, $S_s$, $Spd$ as a part of the ‘dynamical core’ and $c_1$ as a basic ‘physical scheme’ in this simple system, which will not be adjusted by observations in the next parameter estimation experiments.

### 2.3. ‘Twin’ experiment setup

With the standard parameter values, after spin-up, the model is integrated for another 10^4 TUs to establish the ‘true’ model states for observations, and then the standard value of a parameter is the ‘true’ solution of the parameter when it is estimated using the observations. The ‘observations’ are produced through sampling the ‘true’ states by taking the values of the certain variable(s) at an observational frequency and superimposed with a white noise that simulates observational errors. The standard deviations for observational errors are 2 for $x_{1,2,3}$ and 0.5 for $w$. We will examine the impact of observational frequencies and observational types on parameter estimation by applying the ‘atmosphere’ or ‘ocean’ ‘observations’ at an interval of 0.1, 0.2, 0.5 or 1 TU into the assimilation procedure. The asterisk in Fig. 2 shows an example of observations available every 0.1 TU.

To produce the independent initial conditions for assimilations that attempt to recover the ‘truth’ by the constraint of ‘observations’, another model spinup of $10^9$ TUs starting from $(x_1, x_2, x_3, w) = (0, 1, 0, 0)$ with $\kappa = 29$ and standard values for other nine parameters. The ensemble initial conditions are formed by superimposing a white noise on the model state at the end of this spinup. Also, we simply set the initial standard deviation of a parameter being estimated as 5% of its initial guess in this simple model case, although the initial spread could depend on the model’s sensitivity with respect to the parameter in a CGCM. In addition, a free assimilation model control (with no observational constraint) starting from this state serves as a reference for the evaluation of any assimilation with an observational constraint, called the model control, or CTL. The solid lines in Fig. 2 present the model control with $\kappa = 29$ but remaining other nine parameters being the standard values, showing entirely different variability from the ‘truth’ for both the ‘atmosphere’ and ‘ocean’. This assimilation setting more or less simulates the situation of using a coupled climate model to assimilate the instrumental data for climate assessment and prediction initialisation, in which the assimilation model is biased and an assimilation usually starts from a state of model simulation. Note
that, as described in Section 2.1, in the case that the real instrumental data are assimilated into a CGCM, multiple bias sources exist, while the observing/assimilation system simulation study here limits the bias source only including the errors of some parameter values.

Same as in Zhang and Anderson (2003), based on the trade-off between cost and assimilation quality, after a series of sensitivity tests on ensemble sizes of 10, 20, 50 and 100, no significant difference on assimilation quality is found when the ensemble size is greater than 20. Thus, a practical ensemble size of 20 that is applicable for a CGCM, is chosen in this study. In addition, the leap-frog time stepping requires a multiple time level adjustment scheme (Zhang et al., 2004) applied to all the data assimilation experiments.

3. Critical importance of a signal-enhanced background model ensemble in parameter estimation

Unlike model states, model parameters are non-observable and do not have any dynamically supported internal variability. The covariance between a parameter and the model state serves as a critical quantity to project observational information of model states to the parameter being estimated. The state-parameter covariance is evaluated through the model state ensemble and the prior ensemble of a parameter. The prior ensemble of a parameter consists of a set of numbers produced by the filtering process at the previous analysis that are unchanged during the model integration. Therefore, the accuracy of the ensemble-evaluated covariance is directly determined by the signal-to-noise ratio of the estimated background model ensemble.

In this section, we use the simplest experiment to demonstrate how a signal-enhanced background model ensemble impacts on parameter estimation. The experiment only uses the observations of $x_1$ (available at every 0.1 TU) to estimate the parameter $\kappa$ that is erroneously guessed as 29, whereas other 9 parameters are remained as truth values. As described in Section 2.3, starting from a set of Gaussian perturbed $\kappa$ values centred at 29 with a standard deviation of 1.45 (5% of 29), the traditional parameter estimation (TPE) described in Section 2.1 is conducted. We denote the experiment as $\text{P}_{\text{TPE}}(\text{O}_{x_1})$, in which the superscript $\text{O}_{x_1}$ represents only the $x_1$ observations being used and the subscript $\text{P}(\kappa)$ represents only the parameter $\kappa$ being estimated. The results show that the observation-estimated ensemble of $\kappa$ (green lines in Fig. 3a) does not converge to the truth (black-dotted line) even in this simple case. Next, with the diagnostics on this simple TPE case, we will analyse the reasons of parameter estimation failure.
3.1. The time scale to develop a reliable model ensemble starting from perturbed parameters

Using ensemble member 1 as an example, we retrieve the process that TPE $O_{x1}^{(x)}$ fails to correct the parameter $\kappa$. In this case, the filtering computation [eq. (2)] is a product of three terms as $p_{x1}(x_1)\Delta x_1$. Here, $p_{x1}$ and $\gamma_{x1}$ are the correlation coefficient and the ratio of standard deviations of uncertainties of $x_1$ and $\kappa$ in the dynamical system, respectively. $\Delta x_1$ is the observational increment [see eqs. (2-5) of Zhang et al., 2007] resulted from the observations of $x_1$ that basically reflects the difference between an observation and the model guess of the observation (scaled by the observational and model ensemble error variances) (see the red line, blue stars and the solid-black line in Fig. 3b). These error statistics are evaluated by the prior ensemble of $\kappa$ and the observation-estimated ensemble of $x_1$. Fig. 3c,d shows that starting from a perturbed $\kappa$, while a saturated ensemble spread for $x_1$ (denoted as $\sigma_{x1}$) requires about 2.5 TUs of model ensemble integrations, a reliable correlation between $\kappa$ and $x_1$ ($p_{x1}$) requires at least 1 TU for the model ensemble integrations (the same time scale holds for other ‘atmospheric’ variables). The time scale for the corresponding ‘oceanic’ variable is about 20 TUs.

In particular, we have to notice that within 0.5 TU of model ensemble integrations, the $p_{x1}$ is especially with
high noise. This results in a persistent negative $\kappa$ increment projected from the $\Delta x^1_t$ during the early period of the assimilation, producing a $\kappa$ adjustment amount up to $-12$ as an accumulation in the first five analysis steps (see red lines in Fig. 3a). This large adjustment amount seriously overshoots the truth value of $\kappa$, and the incorrectly estimated parameter causes the assimilation model to misfit the observations dramatically, eventually leading to the divergence of the parameter ensemble (green lines in Fig. 3a) and that the model blows up after 300 TUs.

The analyses above show that starting from perturbed parameter values, the coupled ensemble system requires a certain time scale to develop a reliable model ensemble. Before a reliable coupled model ensemble has been established in state estimation, the filtering equation [eq. (2)] cannot correctly project observational information of state variables for parameter estimation. It is worth mentioning that in the traditional data assimilation for SEO, due to the use of very high autocorrelation ($\rho_{x_{1}x_{1}} \equiv 1$ in this simple system, for instance), the stability of assimilation spinup is not so sensitive to the reliability of developed ensemble as in parameter estimation.

### 3.2. Impact of the accuracy of estimated background model ensemble on parameter estimation

This section further investigates the impact of the accuracy of observation-estimated model ensemble on parameter estimation, including: (1) the estimate of state-parameter covariances and (2) the representation of estimated ensemble mean to the observed state.

To demonstrate the role of the observation-constrained model ensemble in the estimate of state-parameter covariances, we conduct a parameter estimation test (PET) experiment, called PET0. Like TPE, PET0 uses $x_1$ observations to estimate the parameter $\kappa$ but (1) it does not perform state estimation and only does parameter estimation and (2) parameter estimation starts at the 2000th-step model ensemble integration where the model ensemble has been maturely developed after the time scale described in Section 3.1. Results show that the adjusted $\kappa$ ensemble tends to approach the truth but it overshoots the truth and eventually stays around the value of 26.5 (Fig. 4a).

To understand the results of this simple experiment, let us analyse the adequacy of eq. (2) for parameter estimation. If a numerical model is symbolically denoted as $\frac{\partial x}{\partial t} = f(x, \beta, t)$, a Taylor expansion of model perturbations as the function of parameter errors and initial state errors is

$$
\frac{\partial \Delta x}{\partial t} = \frac{\partial f(x, \beta, t)}{\partial \beta} \Delta \beta + \frac{\partial f(x, \beta, t)}{\partial x} \Delta x + \frac{\partial^2 f(x, \beta, t)}{\partial x \partial \beta} \Delta x \Delta \beta + \ldots
$$

Equation (4) shows that any uncertainty in model parameters (say, $\Delta \beta$) will be transformed into the errors of model states ($\Delta x/\partial t$) through the distortion of parameterised processes to the momentum and heat budget of a local fluid unit. As leading-order terms, they are represented by a linear operator $\partial f(x, \beta, t)/\partial \beta$ and the non-linear interaction with the initial state errors at each integration step. Given an observational increment on a certain model state variable (i.e. a perturbation on the model state, $\delta x$), a filtering parameter estimation attempts to retrieve the associated parameter contributions using eq. (2) to regress the observational increment onto model parameters by the covariance between the model state and the parameter. The successfulness of the parameter estimation process entirely depends on the accuracy of the state-parameter covariance to simulate the terms of $\partial f(x, \beta, t)/\partial \beta$ and $\partial^2 f(x, \beta, t)/\partial x \partial \beta$. The fitting of eq. (2) assumes that: (1) the model state perturbation is mainly contributed by the parameter error, i.e. the second term on the right-hand side of eq. (4) must be small and (2) the first term of the right-hand side of eq. (4) plays a leading order role in the relationship of $\Delta x$ and $\Delta \beta$. In an ensemble-based filtering algorithm, the state-parameter covariance is evaluated through the model state ensemble and the prior ensemble of the parameter being estimated. Again, because model parameters do not have any dynamically supported internal variability and the prior ensemble of a parameter unchanges with the model integration, the accuracy of the ensemble-evaluated covariance is only determined by the accuracy of the model ensemble to simulate the intrinsic uncertainty of the states for which the observations try to sample.

To analyse the adequacy of a model ensemble to represent the intrinsic uncertainty of the observation-sampled states, based on a defined ‘truth’ a priori, we define an ad hoc quantity called $r_{2n}$ to measure the signal-to-noise ratio of a model ensemble. $r_{2n}$ consists of three factors as described below:

1. $r_{2n,1}$: use $\sigma_m/\sigma_t$ to measure the representation of a model ensemble for the variation of the truth states in a local time window, where $\sigma_m$ and $\sigma_t$ respectively, measure the variability represented by the model ensemble and the truth states with $\sigma_t$ being the standard deviation of the truth variations in a time window. $\sigma_m$ is defined as $\sqrt{\sigma_t^2 + \sigma_m^2}$ to take into account both the time mean of the ensemble spread ($\sigma_t$) and fluctuations of the ensemble mean ($\sigma_m$). Finally, define $r_{2n,1} = \frac{\sigma_m}{\sigma_t} \exp(1 - \frac{\sigma_m}{\sigma_t})$ so that the best (worst) representation is characterised by the value of 1 (0).

2. $r_{2n,2}$: defined as $\exp(-\epsilon_m)$ where $\epsilon_m$ is the root mean square error of the ensemble mean in the time window, with a value of 1 (0) representing a perfect
(w) estimate from the ensemble mean for the
truth state.

(3) $r_{2n,3}$: defined as the correlation coefficient between
the ensemble mean and the truth state to measure
the accuracy of the phase of the ensemble mean
variation.

We use a 5-TU time window to evaluate the $r_{2n,1,2,3}$ of
PETO $O(x_1)$ and an example of the ensemble of $x_1$ is shown
in Fig. 4b and the computed time series of $r_{2n,1,2,3}$ for $x_1$
are shown in Fig. 4c. Note, to avoid any 0-value of $r_{2n,1,2,3}$
destroying the representation of $r_{2n}$ for other factors, we
set 0.1 as the minimum value for each factor. While the
spread of the free model ensemble has a good representa-
tion for the magnitude of fluctuations of the truth (solid-
green in Fig. 4c), the accuracy of the ensemble mean to
represent the mean state and variation phase of the truth is
close to 0 (dotted and dotted-dashed green lines), resulting
in a very low $r_{2n}$ (solid-green in Fig. 4d) of the model state
ensemble in PETO $O(x_1)$. This says that the $x_1$-$k$ covariance
evaluated by the unconstrained model state ensemble is not
adequate to represent $\partial f(x_i, k, t)/\partial k$ and $\partial^2 f(x, k, t)/\partial x \times \partial k$
so the resulted parameter adjustment is unreliable.

As a proof-of-concept study case, we examine the
$r_{2n,1,2,3}$ and $r_{2n}$ values for the state estimation with the
$x_1$ observations and find that as the model ensemble
is constrained by the observations (dotted-red lines in
Fig. 4b), the signal-to-noise ratio of the $x_1$-$k$ covariance is
enhanced dramatically (see red lines in Fig. 4c,d). Then, we
Data assimilation scheme for enhancive parameter correction can be numerically implemented by the following four steps:

Step 1: Same as Step 1 of TPE described in Section 2.1.
Step 2: Sequentially apply the observations in each component into coupled model system through an ensemble filter for state estimation until the state estimation reaches a ‘quasi-equilibrium’ (see Section 4.2). Denote the ‘quasi-equilibrium’ time as τ and the analysed model state as $x_1^\tau$.

Step 3: After the state estimation is finished at time $t$, compute the covariance between the initial parameter ensemble (set in Step 1) and the model-estimated observation ensemble from $x_1^\tau$; apply the observation increment to the covariance to update the parameter ensemble using eq. (2). Denote the updated parameter ensemble as $\beta''$ which is the prior ensemble of the parameter for the next cycle of parameter correction.

Step 4: Repeat Step 3 and check the spread of the updated ensemble for each parameter. Without internal variability, after a few steps of adjustments, the ensemble of a parameter may rapidly lose its spread. If the prior ensemble spread is too small, an inflation coefficient $\alpha$ (see Section 4.3) is applied to enlarge the prior ensemble of a parameter as $\tilde{\beta} = \beta + \alpha(\beta - \tilde{\beta})$ so that the parameter ensemble still can be adjusted by new observations, where an over bar represents the ensemble mean and a tilde represents the inflated ensemble. Loop Step 4 until the adaptive data assimilation is completed with all observations available.

### 4.2. Detection of state estimation ‘quasi-equilibrium’ in a coupled system with multiple time scale variability

In practice, no pre-defined truth exists, so the diagnostic quantities discussed in Section 3.2 are not accessible. Instead, we estimate the time scale for state estimation to reach a ‘quasi-equilibrium’ through examining changes of the amplitude of analysis adjustments. Figure 5 shows an example of the time series of the norm of the model state ensemble adjustments for each coupled model variable when the observations of $x_1$ are assimilated into the model ensemble. Consistent with the relatively long (short) time scale of ‘oceanic’ (‘atmospheric’) variability, the dramatic reduction of the adjustments of ‘oceanic’ (‘atmospheric’)
variables is observed during the first five (5) [two (2)] TUs of assimilation, representing direct observational constraints in the assimilation. However, the ‘atmosphere-ocean’ interaction through exchanged fluxes between the ‘atmosphere’ and ‘ocean’ refines the state estimation, and continuously reduces the adjustment amount, especially during the transition period between attractor lobes (showing as spikes of the adjustment norms in Fig. 5).

In general, to ensure a high signal-to-noise ratio for ensemble-evaluated state-parameter covariances, in a coupled system with multiple time scale variability, we may use the timescale by which the norm of analysis increments of the slowly varying component no longer systematically decreases to represent the time of state estimation ‘quasi-equilibrium’. For example, in the simple case shown in Fig. 5, we may start to use the $x_1$ observations to estimate the model parameters after 20 TUs of state estimation (marked as ‘State Estimation Quasi-Equilibrium’) where direct observational constraints have been done mostly, and the associated dynamical adjustments no longer dramatically improve the state estimation. It is worth to mention that the time scale of state estimation ‘quasi-equilibrium’ has some dependence on the observing system used in the assimilation. For example, if a full observing system described in Section 2.3 is used, the direct observational constraint time scales for both the ‘atmosphere’ and ‘ocean’ become shorter and the corresponding time scale of state estimation ‘quasi-equilibrium’ is shorter too. However, test experiments show that parameter estimation is robust as long as the state estimation has gone through the direct observational constraints, although the convergence is a little faster if parameter estimation is activated a little later. For simplicity, for all DAEPenC experiments in this study, we use 20 TUs as the time scale of state estimation ‘quasi-equilibrium’.

The results above suggest that it is necessary to leave at least 5 yr for coupled assimilation spinup (Zhang et al., 2007, 2009) before the global climate observing system is used to estimate coupled model parameters with a CGCM.

### 4.3. Inflation of prior parameter ensemble based on model sensitivities to parameters

The model sensitivity study with respect to parameters is an important step to understand the role of each parameter in the model and implement parameter estimation (e.g. Tong and Xue, 2008a, 2008b). In particular, the sensitivity of a model on a parameter is a key to determine the inflation of the prior ensemble of the parameter which is an indispensable part of ensemble-based parameter estimation (e.g. Annan and Hargreaves, 2004; Annan et al., 2005; Aksoy et al., 2006a, 2009b; Evensen, 2007). Here, the model sensitivity to each parameter is assessed by examining the
temporal evolution of the ensemble spread of model states when the examined parameter is perturbed with a Gaussian white noise on its default value at the initial time. To do so, we iteratively integrate the model ensemble for each parameter that is perturbed by the Gaussian random noise superimposed on its default value (described in Section 2.3). Five percent of the default value is used as the standard deviation of the Gaussian noise. The model ensemble for each parameter is integrated for 2000 TUs starting from the initial conditions created by the spinup described in Section 2.3, and the resulting ensemble spread for the two model components is shown in Fig. 6. Generally, due to different time scales in the ‘atmosphere’ and ‘ocean’, the model shows a fast (slow) response on ‘atmospheric’ (‘ocean’) parameters, but the ensemble spread resulting from different parameter perturbations is indistinguishable after 5 (20) TUs of integrations for the ‘atmosphere’ (‘ocean’).

At each step of parameter estimation in DAEPC, the prior ensemble of a parameter is inflated by the following sensitivity-based scheme. Usually, the inflation amplitude of a parameter ensemble is inversely proportional to the model’s sensitivity with respect to the parameter. We first set the inflation coefficient \( \alpha_l \) in \( \tilde{\beta}_l = \bar{\beta}_l + \alpha_l (\bar{\beta}_l - \bar{\beta}_l) \) as \( \alpha_l = [1 + (\sigma_0/\sigma_l)/\sigma_l] \) where \( \bar{\beta}_l \) represents the prior ensemble of the \( l \)th parameter, \( \bar{\beta}_l \) is its mean and \( \tilde{\beta}_l \) is the inflated version. Here, \( \sigma_l \) represents an atmospheric (oceanic) sensitivity if only atmospheric (oceanic) parameters are estimated. If all atmospheric and oceanic parameters are estimated simultaneously, \( \sigma_l \) is the average of the atmospheric and oceanic sensitivities. We, then, conduct a few trial-and-error tests and find \( \sigma_0 = 0.4 \) as the observational frequency is 0.1 TU (it has some dependence on the observational frequency). This means that the prior ensemble of a parameter is enlarged to \( 0.4/\sigma_l \) times of its initially guessed standard deviation \( \sigma_{l,0} \) if the prior ensemble spread is smaller than this amount. This inflation scheme based on model sensitivities on parameters has been applied to a simple decadal prediction model in which all 16 model parameters are optimised using ‘atmospheric’ and ‘oceanic’ observations for improving decadal predictions (Zhang, 2011a, 2011b).

4.4. Proof-of-concept case studies

In this section, we conduct a series of DAEPC experiments and compare the results to the corresponding TPE results if applicable, as summarised in Table 1. Table 1 shows that all DAEPC experiments successfully retrieve the truth value for the parameter being estimated based on various different observations, with different convergence time scales. Generally, the ‘atmospheric’ parameter converges faster than the ‘oceanic’ parameter and an ‘atmospheric’ or ‘oceanic’ parameter converges faster when the observations taken from the same model component are used. Note, in all examined six cases, only one case in which TPE converges

![Fig. 6. Time series of (a) the averaged ensemble standard deviations of \( x_{1,2,3} \) and (b) the ensemble standard deviation of \( w \) when each of five model parameters is perturbed by a Gaussian noise with a standard deviation of 5% of its default value.](image-url)
but much slower than DAEPC, where all observations are used to estimate the parameter $\kappa$ [i.e. TPE $p(\kappa)$].

To get more insights for the DAEPC performance relative to the TPE, here we analyse more details of DAEPC $O_{d}$ (all) and TPE $O_{d}$ (all). While the DAEPC parameter correction converges almost immediately (in five TUs) as it starts after the ‘quasi-equilibrium’ of state estimation, TPE does not converge within 400 TUs (Fig. 7a). After 40 TUs of parameter correction, the error of the DAEPC-estimated $\kappa$ is reduced by 99.5%. With the instantaneously corrected parameter, DAEPC further reduces the Rms error of the estimated ‘atmospheric’ (‘oceanic’) states by 63% (88%) over the period of 100–200 TUs compared to the error of SEO while the corresponding TPE error is larger than SEO due to the diverged parameter in the assimilation model (see Fig. 7b,c). In addition, unlike the errors of state

<table>
<thead>
<tr>
<th>Experiment name</th>
<th>Parameter being estimated</th>
<th>Observations being used</th>
<th>Convergence time in DAEPC</th>
<th>Convergence time in TPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$\kappa$</td>
<td>$x_1$</td>
<td>15</td>
<td>–</td>
</tr>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$\kappa$</td>
<td>$w$</td>
<td>60</td>
<td>–</td>
</tr>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$O_d$</td>
<td>$x_1$</td>
<td>400</td>
<td>–</td>
</tr>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$O_d$</td>
<td>$w$</td>
<td>360</td>
<td>–</td>
</tr>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$\kappa$</td>
<td>All $x_{1,2,3}$ and $w$ obs</td>
<td>10</td>
<td>400</td>
</tr>
<tr>
<td>DAEPC $O_{d}$ (all) $p(\kappa)$</td>
<td>$O_d$</td>
<td>All $x_{1,2,3}$ and $w$ obs</td>
<td>40</td>
<td>–</td>
</tr>
</tbody>
</table>

TPE, traditional parameter estimation.

Fig. 7. Time series of (a) the ensemble mean of the $\kappa$ values estimated by traditional parameter estimation (TPE) (green) and the data assimilation scheme for enhancive parameter correction (DAEPC) (red) and (b) the errors of the ensemble mean of $x_2$ and (c) the errors of the ensemble mean of $w$ produced by state estimation only (SEO) (blue), TPE (green) and DAEPC (red) using all $x_{1,2,3}$ and $w$ observations at every 0.1 time unit (TU).
variables in SEO and TPE that wiggle with time, the errors in the DAEPC decrease towards zero consistently (Fig. 7b,c) with the corrected parameter. This means that while DAEPC parameter estimation corrects the errors of parameters, it also helps constrain the computational variability for state estimation.

We also want to see the importance of DAEPC to correctly estimate the attractor pattern (the probability distribution of weather events) when a serious bias arising from a large parameter error exists in the assimilation model. Fig. 8 gives an example in which an assimilation model set with an erroneously guessed \( \sigma(11.95) \) is used to recover the ‘truth’ (with \( \sigma = 9.95 \)) by assimilating all \( x_{1,2,3} \) and \( w \) observations (every 0.1 TU) into the model. It is clear that without parameter correction, SEO fails to correct the attractor over some period (green) although reducing the Rms error of model states greatly (by 30% in this case), while the DAEPC reconstructs the ‘true’ attractor (dotted-black) very precisely with the effective parameter correction (red).

We also study the sensitivity of DAEPC to observational frequency by repeating the DAEPC \( P_{(a)}(\sigma) \) experiment but using observations at different intervals of 0.2, 0.5 and 1 TU. Generally, for a reduced observational frequency, the convergence of parameter estimation requires a larger inflation coefficient applied to the prior parameter ensemble. When the observational interval changes from 0.1 to 1 TU, the ensemble mean of the parameter \( \kappa \) is corrected from 99% (the error is reduced from 0.78 to 0.005) to 90% (the error is reduced from 0.78 to 0.07). In all the cases, the DAEPC further reduces the error of estimated states from SEO, but when the observational frequency decreases, both errors of estimated model states and parameters increase.

5. DAEPC with biased ‘dynamical core’ and ‘physical scheme’

As discussed in Section 2.1, the model bias in a CGCM also includes the misfittings of dynamical core and physical schemes. With this simple model, we simulate the misfittings of ‘dynamical core’ and ‘physical scheme’ by setting different values for \( O_m, S_m, S_k, S_{pd} \) (representing ‘dynamical core’) and \( c_1 \) (representing ‘physical scheme’) in the assimilation model from the values used in the truth model that produces ‘observations’. Then, we can examine the impact of the ‘dynamical core’ and ‘physical scheme’ biases on DAEPC which may provide some insights into the applications of CGCMs.

5.1. Perfect ‘dynamical core’ and ‘physical scheme’

We first assume that the assimilation model bias is only caused by the erroneously set parameters \( \sigma, \kappa, b, O_d \) and \( c_2 \) (see Table 2), i.e. the ‘dynamical core’ and ‘physical scheme’ in the assimilation model is perfect (the values of \( O_m, S_m, S_k, S_{pd} \) and \( c_1 \) are set as the ‘truth’).

With the initial setting for the ensemble of each parameter in columns 4 and 5 of Table 2, DAEPC activates its parameter estimation at the 100th analysis step as state estimation reaches a ‘quasi-equilibrium’, by which the entire set of adjustable model parameters is corrected simultaneously using observations at every 0.2TU. Generally, all parameters converge to the ‘truth’, albeit with different time scales (Fig. 9). In this example, somewhat unexpected, the convergence rate of the ‘atmospheric’ parameter \( \kappa \) is much slower than the ‘oceanic’ parameter \( O_d \) (Fig. 9). This implies that the inflation used in the parameter correction may need to be further tuned by the different sensitivities of the ‘atmosphere’ and ‘ocean’. With the observation-updated parameters, going through 1500 steps of adjustments (300 TUs of model integrations), the accuracy of the estimated state (dashed-red line in Fig. 10) is increased dramatically with a diminishing assimilation error. The wigging behaviour of SEO errors (dashed-green) has been eliminated by DAEPC almost completely, i.e. the compensation of state variability for the parameter errors being removed through the parameter correction. While SEO reduces the averaged
Rms error of the ‘atmosphere’ and ‘ocean’ states from 7.76 to 4.17 (by 46%) from the model control, DAEPC further reduces the Rms error to 0.23 (by 95% from SEO). In this experiment with perfect model ‘dynamical core’ and ‘physical scheme’, DAEPC almost completely eliminates the mean error of model states (from 0.15 to 0.008 of SEO) (Table 3) by the parameter optimisation. Also, with the parameter optimisation, DAEPC significantly improves the ensemble assimilation consistency measured by the ratio of the Rms error of the ensemble mean to the ensemble spread (denoted by $s_e$ in Table 3) compared to its expectation value, $\sqrt{\frac{M}{M-1}}$, where $M$ is the ensemble size (20 in this case) (see Murphy, 1988; Snyder and Zhang, 2003). Compared to the DAEPC ratio of 1.12, the SEO ratio of 15.7 addresses the fact that for a biased coupled model due to the use of erroneous parameter values, without parameter optimisation with observations, it is difficult for a filter that only performs state estimation to be convergent.

5.2. Biased ‘dynamical core’ and ‘physical scheme’

Resetting $(O_{m}, S_{m}, S_{s}, S_{pd}) = (11, 10.1, 1.01, 10.1)$, we assume that the ocean ‘dynamical core’ in the assimilation model is biased with respect to the ‘observations’, with different heat capacity, external forcings and seasonal cycle from the ‘truth’, in which the ‘ocean’ heat capacity is significantly biased (10% stronger). Also, to set a systematic misfitting of the ‘physical’ coupling scheme in the assimilation model, we use 0.101 as the value of $c_1$ in this biased case. The experiment in Section 5.1 is rerun with this biased ‘dynamical core’ and ‘physical scheme’ model setting.

The bias of the ‘dynamical core’ and ‘physical scheme’ has a small impact on DAEPC but a large impact on SEO, especially for the ‘atmospheric’ state estimation. For example, while the Rms error of ‘atmospheric’ states increases only 10% (0.46 to 0.51) from the perfect DAEPC to the biased DAEPC, it increases by 30% from the perfect SEO to the biased SEO. Interestingly, while SEO blends the model bias into the estimated model variability, DAEPC dramatically reduces the magnitude of such computational modes caused by the misfitting of ocean dynamical core (compare the solid-red line to the solid-green line of Fig. 9). Also, due to the compensation effect of parameter errors to the model bias, the accuracy of the final values of estimated parameters in the biased model case (column 7 of Table 2) is slightly lower than that in the perfect model case (column 6 of Table 2). Again, with the parameter correction, DAEPC significantly improves the ensemble assimilation consistency, although the consistency is degraded slightly by the biased model setting on ‘dynamical core’ and ‘physical scheme’ compared to the case with perfect ‘dynamical core’ and ‘physical scheme’ setting (see the lower panel of column 5 of Table 3).

6. Impact of DAEPC on ‘climate’ prediction

We now examine the impact of parameter correction on model prediction. We launch 20 forecasts (each forwarded up to 50 TUs) with the initial conditions selected every 50
TUs apart during 1000–2000 TUs (see red and green dots in Fig. 10b). In this twin experiment framework, we evaluate forecast skills using the anomaly correlation coefficient (ACC) and root mean square (Rms) error of forecasts verified with the ‘truth’. However in the real world with a CGCM and instrumental data, the variance of the innovation of forecasts to observations may be a more appropriate quantity to compare forecast skills from different data assimilation schemes (see e.g. Fukumori et al., 1999).

Table 3. The time-mean and Rms errors of the ensemble mean produced by state estimation only (SEO) and the DAEPC scheme using a perfect/biased model ‘dynamical core and physical scheme’ during the period of 1000–2000 time units (TUs)

<table>
<thead>
<tr>
<th>Perfect/biased model</th>
<th>Experiment</th>
<th>Mean error (ATM/OCN)</th>
<th>Rms error (ATM/OCN)</th>
<th>Rms / (√var/error) (ATM/OCN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect ‘dynamical core and physical scheme’</td>
<td>CTL</td>
<td>0.93 (1.31/0.54)</td>
<td>7.76 (13.97/1.54)</td>
<td>1.00 (1.00/1.02)</td>
</tr>
<tr>
<td></td>
<td>SEO</td>
<td>0.15 (0.23/0.06)</td>
<td>4.17 (7.61/0.73)</td>
<td>15.7 (15.3/22.4)</td>
</tr>
<tr>
<td></td>
<td>DAEPC</td>
<td>0.008 (0.01/0.006)</td>
<td>0.23 (0.46/0.008)</td>
<td>1.12 (1.11/1.77)</td>
</tr>
<tr>
<td>Biased ‘dynamical core and physical scheme’</td>
<td>CTL</td>
<td>1.16 (1.61/0.70)</td>
<td>8.85 (16.1/1.6)</td>
<td>1.03 (1.02/1.14)</td>
</tr>
<tr>
<td></td>
<td>SEO</td>
<td>0.33 (0.45/0.21)</td>
<td>5.42 (9.89/0.95)</td>
<td>17.7 (17.5/27.4)</td>
</tr>
<tr>
<td></td>
<td>DAEPC</td>
<td>0.10 (0.07/0.12)</td>
<td>0.35 (0.51/0.18)</td>
<td>1.21 (1.19/2.46)</td>
</tr>
</tbody>
</table>

DAEPC, Data assimilation scheme for enhancive parameter correction.

6.1. ‘Weather’ forecast skill

With the improved initial conditions, DAEPC improves the ‘weather’ forecast (within two TUs for $x_{1,2,3}$) dramatically, evidenced by much higher ACC and lower Rms error compared to the SEO forecast (Fig. 11a,b). If an ad hoc value of 0.6 ACC is used to characterise the time scale of a valid weather forecast (Hollingsworth et al., 1980), DAEPC extends a valid ‘atmospheric’ forecast two times longer. Both the forecast skills produced by DAEPC and SEO become indistinguishable after a lead time of three

Fig. 10. Time series of the errors of the ensemble mean of $w$ in the (a) first and (b) second thousand time units (TUs) produced by data assimilation scheme for enhancive parameter correction (DAEPC) (red) and state estimation only (SEO) (green) using a perfect/biased (dashed/solid) model, with observations at every 0.2 TU. In DAEPC, the whole set of five model parameters (see Table 2) are simultaneously estimated using the observations. The dots denote the initial conditions from which 20 forecasts start in Figs. 11 and 12.
TUs which is roughly the time scale of the predictability of the ‘atmospheric’ signals in this simple model. A comparison of the difference of forecast skills between the perfect and biased settings of model ‘dynamical core’ and ‘physical scheme’ shows that the biased setting has a greater impact on the ‘weather’ forecast of SEO than that of DAEPC.

The phenomenon above can be understood by the compensation effect between state errors and parameter errors. In SEO, the compensation of state errors for erroneous parameters creates extra errors in initial conditions. The incorrect parameters and biased ‘dynamical core’ and ‘physical scheme’ acting on larger initial errors significantly restrict the forecast capability of the model. In DAEPC, however, the corrected parameters in the assimilation model create more accurate model states and reduce the bias of the initial conditions. Furthermore, the corrected parameters in the prediction model acting on the improved initial conditions greatly limit the adverse impact of the model bias on the forecast.

6.2. ‘Climate’ prediction skill

We first examine the prediction of the ‘climate’ variable \( w \) in the experiments using perfect ‘dynamical core’ and ‘physical scheme’. With very small initial condition errors (red dots on the dotted-red line of Fig. 10b) and observation-estimated parameters, all the predictions of \( w \) by DAEPC show nearly perfect forecasts within two TUs (Fig. 11c,d). The improved parameters applied to the prediction model starting from more accurate initial conditions in DAEPC extend a higher ACC and lower Rms error up to about 15 TUs from about 5 TUs of SEO (see dotted-dashed and dashed lines in Fig. 11c).

Compared to the SEO forecasts, overall speaking, the mean and Rms errors of the DAEPC forecasts are reduced over the entire lead time of 50 TUs (0.57 to 0.35 for mean error, 1.46 to 1.29 for Rms error) (see also Fig. 11c). However, the forecast Rms error is reduced more dramatically in the first 15 TUs (from 1.4 to 1) where the DAEPC forecasts maintain a higher ACC than 0.6, whereas the SEO forecasts have such a high value only in the first four TUs (see the dashed line in Fig. 11d). For short-term forecasts (within four TUs), DAEPC enhances the averaged forecast ACC by 53% (from 0.47 to 0.72). Thus, DAEPC improves the ‘climate’ predictability triply in this case. Fig. 11d also shows that after 15 TUs, both SEO (dashed) and DAEPC (dotted-dashed) ACCs are lower than 0.6 and indistinguishable, suggesting the limitation of the potential predictability of the ‘climate’ in this simple model.

Again, the biased ‘dynamical core’ and ‘physical scheme’ have a much smaller impact on the ‘climate’ predictions using the DAEPC initialisation and estimated parameters than on the predictions using the SEO initialisation (compare the difference of the solid and dotted-dashed lines with the difference of the dotted and dashed lines in Fig. 11c).
6.3. Relative importance of initial conditions and parameters for 'weather' forecast and 'climate' prediction

To evaluate the relative importance of initial conditions and parameters in improving 'weather' forecast and 'climate' prediction, here we conduct forecast experiments using different settings on initial conditions and model parameters. The forecast experiments described in the beginning of Section 6 are repeated using the DAEPC-produced (SEO-produced) initial conditions but applying uncorrected (DAEPC corrected) parameters to the biased prediction model as described in Section 5.2. Results show that the more accurate initial conditions created by DAEPC have a strong impact on both the 'weather' forecast (within two TUs for $x_{1,2,3}$) and 'climate' prediction (up to 15 TUs for $w$) (compare dotted-dashed to dashed lines in Fig. 12). Applying the observation-estimated parameters in the prediction model is particularly important to produce better climate predictions (compare solid to dotted-dashed lines in Fig. 12b). If the DAEPC-produced initial conditions are used, the corrected parameters show a strong impact on 'weather' forecasts while the impact of the parameters becomes weak as the SEO-produced initial conditions is used (compare the difference of solid and dotted-dashed lines to the difference of dashed and dotted lines in panel a). On the contrary, the impact of the parameters on 'climate' predictions has a small sensitivity on the accuracy of initial conditions (panel b).

7. Summary and discussions

A data assimilation scheme for enhancive parameter correction (DAEPC), which is modified from the standard data assimilation with adaptive parameter estimation, has been designed to improve parameter estimation using observations. DAEPC performs parameter correction only when state estimation reaches a 'quasi-equilibrium' so that the uncertainty of model states is sufficiently constrained by observations, and the covariances between parameters

![Fig. 12. Variations of anomaly correlation coefficients (ACCs) of the forecasted ensemble mean of (a) $x_1$ and (b) $w$ with the forecast lead time based on 20 forecast cases initialised from state estimation only (SEO)-produced initial conditions with data assimilation scheme for enhancive parameter correction (DAEPC)-corrected parameters applied to the prediction model (dashed) and DAEPC-produced initial conditions with uncorrected parameters applied to the prediction model (dotted-dashed). The prediction model is set with a biased 'dynamical core and physical scheme' described in Section 5.2. The original ACCs produced by SEO and DAEPC shown by the dotted and solid lines in Fig. 11 are also marked here as references. The thin dotted black lines mark a 0.6 ACC level in both panels.](image-url)
and model states are signal dominant and thereby facilitate effective parameter estimation. The observation-updated parameters improve the state estimation of next cycle, and the improved estimate of model states further enhances the signal-to-noise ratio of the state-parameter covariances for the next parameter correction.

Data assimilation scheme for enhancive parameter correction has been implemented into a conceptual ‘atmosphere-ocean’ coupled model with an ensemble filtering algorithm (Anderson, 2001, 2003; Zhang and Anderson, 2003; Zhang et al., 2007). Numerical results show that DAEPc provides a systematic approach to estimate the whole array of coupled model parameters from observations, and produces more accurate state estimates. In particular, based on a perfect or biased setting on the ‘dynamical core’ and ‘physical scheme’ of this simple model, the impacts of the model bias arising from misfittings of dynamical core and physical schemes on ‘climate’ estimation and prediction are tested and discussed. Through effective parameter correction, DAEPc mitigates computational variability of estimated states induced by model bias. With improved initial conditions and observation-estimated parameters, the model forecast skill is greatly improved and the drift of model predictions is substantially constrained. Additional forecast experiments using the DAEPc-improved initial conditions with uncorrected parameters or the initial conditions produced by traditional state estimation with the DAEPc-corrected parameters show that the use of observation-estimated parameters in the prediction model is particularly important for producing a better long-term climate prediction.

Despite many promising results shown with the simple model, the low order model has many limitations, and serious challenges remain in applying DAEPc to CGCMs. First, in a CGCM, the misfitting from complex physical processes introduces complicated model biases. How the complex model biases impact on DAEPc needs to be examined further. Second, the success of the parameter correction relies on the representation of observations and errors of state estimates. In a CGCM, a parameter usually takes a globally uniform value. Given that the representation of real observations and model sensitivities with respect to parameters always have a geographic dependence, the use of sparse observations in a non-sensitive region must degrade the signal-to-noise ratio of parameter estimation. Based on the results of model sensitivity studies, we may allow model parameters to vary geographically where observations are reliable and the impact of the parameter is substantial, but retain the default value elsewhere. Then, a CGCM-like model that has geographically dependent circulations is required to examine the impact of the geographic dependence of model sensitivities and an observing system on parameter optimisation. Third, for this simple model case, a trial-and-error procedure has been used to obtain an inflation coefficient. For a CGCM, on model sensitivity studies (see e.g. Tong and Xue, 2008a), we may need to implement an adaptive inflation correction algorithm (Anderson, 2007). In addition, we found that even in this low-order simple model, some parameters require a long time for convergence. Given that the observational records of the atmosphere and ocean extend backwards in time only one century at most (the sea surface temperature records may be longer), how to accelerate the convergence of parameter estimation would also remain as an important research topic.
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